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Preface

The Brazilian Symposium on Bioinformatics (BSB 2007) was held in Angra dos
Reis (Rio de Janeiro), Brazil, August 29-31, 2007, on the Portogalo Suite Hotel.
It is an event promoted by the Brazilian Computer Society’s (SBC) special
committee for computational biology (CEBioComp). BSB 2007 was the second
BSB symposium, though BSB is a new name for a predecessor event called
Brazilian Workshop on Bioinformatics (WOB). This previous event had three
consecutive editions in 2002 (Gramado, Rio Grande do Sul), 2003 (Macaé, Rio
de Janeiro), and 2004 (Brasilia, Distrito Federal). The change from workshop to
symposium reflects the increased quality and interest of the meeting. BSB 2007
was held co-located with the International Workshop on Genomic Databases
(IWGD 2007).

For BSB 2007, we had 60 submissions: 36 full papers and 24 extended ab-
stracts, submitted to two tracks, computational biology/bioinformatics and ap-
plications. The second track was created in order to receive and discuss research
works with a biological approach, and so to reinforce the participation of the bi-
ologists on the event. From these, 13 full papers and 6 extended abstracts were
selected to be published on the Lecture Notes on Bioinformatics (LNBI)/Lecture
Notes on Computer Science (Springer-Verlag, Germany). These papers and ab-
stracts were carefully refereed and selected by an international program com-
mittee of 48 members, with the help of some additional reviewers, all of whom
are listed on the following pages. But, as we received many interesting works
that could not be included on the LNBI, we decided to create another volume
containing these other selected works. We believe that this poster proceedings
represents a good contribution to research in bioinformatics and computational
biology, as well as in molecular biology.

The editors would like to thank: the authors, for submitting their work to the
symposium, and the invited speakers Roded Sharan (Tel-Aviv University-Israel),
Alberto Mart́ın Rivera Dávila (Fundação Oswaldo Cruz-Brazil) and João Paulo
Kitajima (Allelyx Applied Genomics-Brazil); the program committee members
and the other reviewers for their support in the review process; the general
chair Sérgio Lifschitz and the local organizers Daniel Xavier de Sousa, Cristian
Tristão and Paulo Roberto Gomes; the symposium sponsors (see list in this
volume); and Nalvo Franco de Almeida Jr., João Carlos Setubal, José Carlos
Mombach, Marcelo de Macedo Bŕıgido, and again Sérgio Lifschitz, members of
the CEBioComp.

August 2007 Marie-France Sagot
Maria Emilia M. T. Walter
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José Carlos Mombach Federal University of Santa Maria - Brasil
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Impaired Expression of NER Gene Network
in Sporadic Solid Tumors

Mauro A. A. Castro(1), José C. M. Mombach(2), Rita M. C. de
Almeida(3), and José C. F. Moreira(1)

(1)Departamento de Bioqúımica, UFRGS. (2)Centro de Ciências Rurais,
São Gabriel, UNIPAMPA/UFSM. (3)Instituto de F́ısica, UFRGS.

Rio Grande do Sul, Brazil

Abstract. Nucleotide repair genes are not generally altered in sporadic
solid tumors. However, point mutations are found scattered through-
out the genome of cancer cells indicating that the repair pathways are
dysfunctional. We present here a statistical analysis comparing ten gene
expression pathways in human normal and cancer cells using SAGE data.
We find that in cancer cells nucleotide excision repair (NER) and apop-
tosis are the most impaired pathways and have a highly altered diversity
of gene expression profile when compared to normal cells. We propose
that genome point mutations in sporadic tumors can be explained by a
structurally conserved NER with a functional disorder generated from
its entanglement with the apoptosis gene network.

Keywords: Cancer, nucleotide excision repair, gene networks, SAGE

1 Introduction

Cancer cells have large and small abnormalities in their genetic material: addi-
tional or missing chromosomes, mutated genes and other types of alterations.
The lost of genome stability pathways is associated with genetic deterioration
of cancer cells and is one of the most important aspects of carcinogenesis. In
fact, mutations in mismatch repair (MMR), nucleotide-excision repair (NER),
base-excision repair (BER) and recombinational repair genes have been causally
implicated in the acquisition of a genome instability phenotype [1].

Genome instability in solid tumors originates from either somatic mutations
(observed in the majority of sporadic cancers) or germline mutations (associ-
ated to rare hereditary cancer syndromes). Considering the list of repair genes
presented in Cancer Gene Census [2], germline mutations can be observed in
NER, BER and MMR, while somatic mutations are described only in recom-
binational repair (homologous recombination and non-homologous end joining).
On the other hand, mutations in apoptotic genes are recurrently observed in
both types of solid tumors as listed in the census. The genotype signature of the
mal-functioning of these stability gene networks is twofold: aneuploidy and/or
random point mutations. The omnipresence of random point mutations in spo-
radic solid tumors and the recurrent absence of mutations in nucleotide repair

________________________
BSB 2007 Poster Proceedings

10



2 M.A.A. Castro, J.C.M. Mombach, R.M.C. de Almeida, J.C.F. Moreira

genes suggest a functional deficiency in these stability pathways without struc-
tural alterations in the related DNA sequence. In this work we present a com-
prehensive statistical analysis of ten gene expression pathways in normal and
cancer cells using serial analysis of gene expression (SAGE) data [3] from the
public gene expression resource available at Cancer Genome Anatomy Project
(CGAP).

2 Methods

Human cancer and normal tissue SAGE libraries are retrieved using SAGE Li-
brary Finder tool at SAGE Genie website (http://cgap.nci.nih.gov/SAGE). In
the SAGE database, a SAGE library corresponds to one tumor sample exam,
which is made from mRNA extracts from different tissue preparations (bulk,
short term culture, antibody purified, microscope dissected or cell line) and his-
tology (cancer or normal). One such library gives the amount of every detected
transcript in the sample, each one being labeled by a 10-letter tag, corresponding
to 10 bases close to the poly-A tail, whose length is long enough to discriminate
every possible transcript. Transcripts related to different gene networks may be
grouped and used to quantify and characterize their expression activity. Here we
analyze both the amount of transcripts production and its diversity in ten gene
pathways, chosen due to either their recognized relation with genome stability
(apoptosis, chromosome stability, mismatch repair, nucleotide-excision repair,
base-excision repair and recombinational repair) or, as a control group, due to
their essential life supporting activities (ribosome, ATP synthase, electron trans-
port chain, and glycolysis). The tumor types were selected such that they present
a library of normal cells, to be used as control.

To obtain a quantitative expression of sample distribution of SAGE tags,
we have measured the information content of SAGE libraries using Shannon
Information Theory defined as follows. Consider n as the number of all selected
SAGE libraries of a given tumor type. Each library of this set is labeled by
α (α = 1, ..., n) and has Nα tags, among Mα possible ones, that is, possible
transcripts. For a given SAGE library in this set, we can define s(i, α) as being
the number of transcripts (tags) of a given type i, (i = 1, , Mα), whose sum for a
given α adds up to Nα. The probability p(i, α) that, among the Nα tags of the
α-library, a randomly chosen transcript is of the type i is written as

p(i, α) = s(i, α)/Nα (1)

such that
∑

i p(i, α) = 1.
The normalized entropy function Hα is defined as

Hα = − 1
ln Mα

Mα∑

i

p(i, α) ln p(i, α) (2)

where we have divided all terms by the factor ln(Mα) in order to normalize the
quantities, guaranteeing that 0 ≤ Hα ≤ 1. The idea is to compare among samples

________________________
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Impaired Expression of NER Gene Network in Sporadic Solid Tumors 3

of different tissues that may present different numbers of Mα possibilities (e.g.
different numbers of possible transcripts). While Nα reflects gene expression
activity (the amount of tags in the α-th library), Hα reflects the spread of the
distribution s(i, α), i.e., it measures the diversity that exists in the α-th library.
Finally, in order to normalize the quantities by sets of tags, taking as reference
normal tissue histology, we define the relative diversity hα for any given set of
genes as

hα =
Hc

α

Hc
α + Hγ

α
(3)

where Hc
α and Hγ

α are, respectively, the diversity of cancer and normal SAGE
libraries. Observe that 0 ≤ hα ≤ 1, and hα < 0.5 implies Hc

α < Hγ
α, that is,

the transcript distribution in the α-th library is narrower in cancer cells than
in the normal tissue, while hα > 0.5 represents the inverse case. In analogy, the
relative gene expression activity nα of the α library is defined as

nα =
N c

α

N c
α + Nγ

α
(4)

where N c
α and Nγ

α are, respectively, the gene expression activity of cancer and
normal tissue (i.e. number of SAGE tags). Again, 0 ≤ nα ≤ 1, and nα < 0.5
implies N c

α < Nγ
α , that is, in this library the cancer cells have lower gene activity,

producing less transcripts than the normal case.

3 Conclusions

In order to consolidate these results and simultaneously compare all gene expres-
sion pathways, we present in Fig. 1A the average values of the relative activity
nα for each gene network. As we can observe, NER and apoptosis present the
lowest amount of relative activity (P < 0.001), indicating an altered state of
gene expression. In contrast, NER has the highest relative diversity (P < 0.001)
(Fig. 1B), which shows that the low level of gene expression occurs together
with changes on gene expression profile of this repair pathway. In cancer cells
programmed cell death mechanism is in general structurally impaired, what is
coherent with the observed gene expression profile of apoptosis transcripts. How-
ever, NER is in general structurally intact in sporadic solid tumors, since no
somatic mutations in NER genes have been reported to be causally implicated
in oncogenesis. The observed transcript profile then suggests that NER trans-
activation dependent functions are affected in cancer cells. As both apoptosis
and NER networks are simultaneously affected, a causal correlation is plausible,
considering that both networks are entangled. Concerning apoptosis and NER,
p53 plays a key role, connecting both networks. In fact, there are many reports
in the literature pointing p53 affecting both dependent and independent trans-
activation NER functions, as well as affecting apoptosis [4]. Also, it is reasonable
to assume that damage in a specific gene function may affect its neighbors in the
network, causing perturbations that may disrupt the whole network. NER mal-
functioning could then account for random point mutations scattered throughout
the cancer cell genome.

________________________
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4 M.A.A. Castro, J.C.M. Mombach, R.M.C. de Almeida, J.C.F. Moreira

 

Fig. 1. Statistical comparisons among gene expression pathways according to diversity
and number of SAGE tags. (A) Relative activity nα as defined in Eq.(4). (B) Relative
diversity hα as defined in Eq.(3). The values are expressed as mean ± SEM (n=492).
Statistical analyses were carried out using Kruskal-Wallis one-way analysis of variance
test followed by Mann-Whitney test for comparisons. *Different from controls with
P < 0.001; **different from others with P < 0.001. [3]
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Abstract. Cluster methods are crucial to study genomic patterns of coexpressed 

genes. Neural network algorithms such as self organizing map (SOM) have 

been extensively used to cluster gene expression data. Result visualization 

techniques are important tools for cluster recognition in SOM. In this work a 

simple tool that implements an algorithm to identify and visualize clusters is 

proposed. It is based on two concepts (Relative Position and Q statistics) that 

can be applied to a SOM network. The Relative Position is a new SOM node-

adaptive attribute defined from the node moving within a two dimensional 

space imitating the movement of the SOM codebook vectors in the input space. 

By means of the Q statistics the algorithm evaluates the SOM structure 

providing an estimate of the number of clusters underlying the data. The tool 

allows the visualization of the cluster node patterns facilitating cluster 

interpretation.  

Keywords: Self Organizing Maps, data visualization.  

1   Introduction 

The amount of data generated in gene expression experiments with DNA 

microarray technology is huge and it should be analyzed under a knowledge 

discovery framework [1], which is an overall process of finding and interpreting 

patterns from data where data mining is one of the crucial steps.  One of the main data 

mining tasks in the analysis of Gene Expression Patterns (GEP) is to find sets of 

similar genes (clusters) which are biologically useful and functionally meaningful. 

Even though cluster analysis has proved to be a powerful tool to investigate ''natural'' 

clusters of GEP, it has several drawbacks, for instance it presents difficulties in the 

estimation of an optimal number of clusters to describe the data structure. 

Nevertheless, several clustering techniques have been increasingly applied in GEP, 

range from hierarchical clustering [2,3], clustering by simulated annealing [4] to 

neural network algorithms such as Self-Organizing Map or SOM [5,6,7,8].  Self 

Organizing Maps have coupled with different strategies to identify clusters on the net 

which span from the interpretation of each SOM-node as a cluster [6] to the use of 

specific SOM visualization tools such as the U-Matrix [9, 11] . The U-matrix method 
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builds a bi-dimensional color grid (usually in gray-scale) where on top of each node 

the value of the average distance between adjacent nodes is displayed. In this way 

light-colors stands for short distance (a valley) and dark-colors for larger distance (a 

hill). In this way the cluster are identified by visual inspection. However, there some 

nodes representing a mixed pattern between clusters already “learned” in the SOM 

structure. These are known as transition nodes (TN) and they could be misinterpreted 

as clusters.  

Most of the visualization methods for SOM works on the codebook vectors which 

have the same dimensionality as the input space and they can only be applied once 

SOM training is finished. The visualization method implemented here works in a bi-

dimensional virtual geometric space (VGS) spanned by means of new coordinates –

the Relative Position (RP) - introduced in the SOM algorithm. The RP of the nodes 

mimics the movements of the codebook vectors in the input space over the reduced 

VGS as the SOM training process takes place. In this way, the final position of the 

nodes in the VGS resembles the movements and final position of the codebook 

vectors in the input space. After this process, the RP are displayed and the cluster  is 

easily recognized. The tool implements two main concepts: 1) ''The Relative Position 

'' (RP) which is used to improve visualization of groups of SOM and 2) “The Q 

statistic” used for cluster number estimation handling transition nodes. These 

concepts were deeply tested with artificial and real data sets [12].     

2   Material and Methods 

2.1. Procedures 
 

2.1.1. The classical SOM algorithm 

 

Assuming a p-dimensional input space during an iterative SOM training process, the 

input sample 
{ }

gpggg xxxX ,...,, 21=
 is presented to the net (e.g. bidimensional 

array) and the Best Matching Node (BMN) or ''winning'' node 

{ }p

ijijijij wwwW ,...,, 21
=

  is found. This BMN and its neighbors are updated according 

to the following equation  

( ) ( ) ( ) ( ) ( )tWXjiijthttWtW ijgijij −⋅⋅+=+ '',,1 α
 

(1) 

where “α” is a decreasing gain function, ”t” is the iterative step, “ij” is the node's 

position on the SOM, “i´j´” the BMN position, “h” is a decreasing neighborhood 

function centered at the BMN position. The values of the codebook vectors tend to be 

similar to the inputs in such a way that, at the end of the training process, similar 

cases remain close to each other on the map. As result of the SOM algorithm, the p-

dimensional data is usually represented in a two-dimensional display. Elements of the 

input data that are close together in the input space will be arranged, after the learning 

process, close to each other in the SOM structure. This is the central idea supporting 

the SOM algorithm. Each node in the SOM array structure is usually characterized 

________________________
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both by its unique identifier (node index or row-column index) in the array (the array 

index position, AIP) and by its codebook vector. 

Clusters are recognized as a group of nodes in the SOM array structure rather than 

considering each cluster as a node. However, the algorithm nature of the SOM net 

will set nodes in intermediate places between clusters, the transition nodes (TN) and 

the patterns stored in them could be a “mix” of the flanking cluster patterns. In the U-

Matrix visualization method, these transition nodes appear to be black, or “hill” 

nodes, biasing interpretations. 

2.1.2   The proposed RP-Q method 

Imagine the array as a two-dimensional geometric space and add another cartesian 

attribute to the nodes. This new attribute in the VGS will be named relative position 

(RP). In Figure 1, each node has a unique identity, the row-column array position or 

array index position (AIP) (showed as the square boxes) and also a cartesian position 

within the VGS characterized by coordinates {x,y}. A node at AIP “ij” will be 

associated to a p-dimensional weight vector 
{ }( )P

ijijijij wwwW ,...,, 21
=

  and a 

coordinate pair
{ }( )

ijijij yxRP ,=
. The relative positions of the nodes are initially 

assigned in random locations all over the two-dimensional VGS (circles in Figure 1). 

During the training process they are allowed to migrate towards the array index 

position (AIP) of the BMN in the array. The RP of the BMN moves toward its own 

array index position (black squares in Figure 1). The RP of the neighboring nodes 

(circles in Figure 1) moves toward the updated RP of the BMN. The learning rule for 

the RPs is as follows: 

( ) ( ) ( ) ( ) { } ( )
klklkl tRPlkijklthtktRPtRP −⋅⋅⋅+=+ ,,,1 α

 
(2) 

 

where “kl” is the array index position of the BMN, k<1 is a smoothing adaptive 

factor. 

( ) ( ) ( ) ( ) ( ) ( )
ijklijij

tRPtRPijklthtktRPtRP −+⋅⋅⋅+=+ 1,,1 α
 

(3) 

  

During the last part of the training period (convergence phase [10]) the {k,l} term 

in eq. (1) is replaced by RPkl. As a result, the RPs mimics the movements of the 

codebook vectors in the input space and after adaptation, the RPs of the BMN’s 

neighbours tend to be closer to the RP of the BMN (Figure 1). 

The nodes Relative Position coordinates are displayed as a kind of scatter plot. 

Each node is represented by a circle whose diameter is proportional to the activation 

frequency (winning frequency) during the learning phase. The nodes are also linked to 

each other if the distance between them in the Relative Position Space or in the 

weight space is less than or equal to a threshold value
( )ThrD jiij ≤− '' .  
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Figure 1: The RP concept and learning phase. 

 

The nodes that are linked together are considered belonging to the same cluster. In 

this way, the nodes will be linked to each other (to form clusters) if the distance 

between them in the weight space is less than or equal to a specified threshold value. 

To estimate the number of clusters in a SOM with “N” nodes, we will set different 

threshold values, and evaluate the net structure at each threshold, via the weight 

vectors of the net, i.e. Wij with “ij” being the node’s position on the grid. In order to 

handle transition nodes (often present in SOM), thus, the qualified clusters are those 

with more than two nodes.  

To estimate the number of qualified clusters, we obtain '', jiijd
, the distance 

(squared Euclidean distance) between the weight vectors “ij” and “i´j´”. If the SOM 

has been partitioned in k clusters of nodes (C1, C2,…,Ck) at a particular threshold, 

being nr the number of nodes in cluster r=1..k,  the sum of pair-wise distances for all 

nodes in cluster “r” is: 

∑
∈

=

rCjiij

jiijr dD
'',

'',

 

(4) 

 and the pooled within cluster sum of squares around the cluster mean is:  

 

∑ =
=

k

r r

r

k D
n

W
1 2

1

 

(5) 

 

Hence, Wk is a measure of the within cluster “heterogeneity” of SOM node patterns. 

Additionally, the between cluster heterogeneity at the same particular threshold value 

defining k clusters is represented by  

( ) ( )

( ) ( )∑
>


















+

⋅
=

'

*

',
'

'

rr

rrK
rnrn

rnrn
dB

 

(6) 

where 
*

, 'r r
d

is the squared distance between the mean weight vectors of clusters Cr and 

Cr’ and n(.) the number of objects (data) in the cluster. In the RP-Q method, the 

resulting SOM structure at the threshold defining k clusters will be evaluated by 

means of the following statistic: 
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(7) 

 

where nonQC and k are the number of non qualified clusters and the number of total 

clusters (k=nonQC+QC), respectively. The estimate number of qualified clusters is 

reached at the threshold value which maximizes Qk.  

The SOM-RP training system was implemented in C++ for Windows®, and the Q 

statistic and the RP visualization strategy were coded in Matlab® 5. The Matlab® 

tool allows opening a trained SOM-RP and visualizing the net structure based on 

different views (UMatrix, Relative Position, Array Index Cluster, Weight Plots). Main 

tool characteristics are shown in Figure 2: RP: Relative Space view, TSL: Threshold 

link slider tool, CI: Cluster Quality Information, NI: Node label information, CP: 

Cluster/Node pattern view, TI: Threshold link value information CM: Cluster Map  

view based on Array position. The Threshold link slider tool allows changes in the 

threshold link value to find out new clusters inside the first ones. 

2.2   Data  

The method was deeply tested in different artificial and GEP data sets in [12]. To 

illustrate the application of the presented tool, two well-known biological data sets 

were chosen: 

1. The Leukemia Data Set (LDS) which consists of 38 bone marrow samples, where 

27 belong to Acute Limphoblastic Leukemia (ALL) cells and 11 to Acute 

Myeloid Leukemia (AML) cells, obtained from acute leukemia patients during 

the diagnosis. [8] 

2. The rat central nervous data set (RCNS) involving mRNA expression of 112 

genes during rat central nervous system development, focused on the cervical 

spinal cord. The data provides a temporal gene expression ‘‘fingerprint’’ of 

spinal cord development based on major families of inter- and intracellular 

signaling genes. [7] 

Both data sets (freely available) were preprocessed as in the original publications. For 

each data set different SOM net sizes were trained before to apply the RP-Q method, 

and the U-Matrix (http://www.cis.hut.fi/) was also employed as visualization tool for 

comparison purposes. 

3   Results 

For the LDS case, two nets were trained, one of them with 36 nodes (a 6x6 array 

with almost one node per sample) and other with 20 nodes (an array of 4x5). In Figure 

2, the RP-Q tool shows the analysis of the smaller net. In the RP view panel two 

clusters could be identified, C1 and C2 representing the AML and ALL cancer types 

respectively.  
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In the NI panel it is possible to see that a node at array position {2,4} 

represent to B cells. The tool also let us to see the node or cluster pattern in panel CP. 

In Figure 2 the C2 cluster pattern is shown.  

The threshold link slider (TLS panel) allows us to change the value of the 

threshold link (cut-off between node distance values) to either find out new clusters 

inside the first ones or analyze the different relationships between nodes and clusters. 

For instance, in the 4x5 SOM net was possible to find a sub-cluster inside the cluster 

representing ALL cancer type. In this way the two cell types present in this cancer 

type emerged.  

 

 

Figure 2: The tool to apply the RP-Q method. 

 

In Figure 3 is presented the results from the bigger SOM where it is possible 

to compare the RP visualization method and the U-Matrix plot. 

In this bigger SOM net the ALL cancer type was naturally split in their two 

cell types as clusters, C2 and C3 hold the B and T cell types. Cluster C1 is the same as 

the one found in the 4x5 SOM net. In the RP plot, it was also identified two linked 

nodes as a non qualified cluster (non-QC). By means of the NI panel it was verified 

that no samples where associated to these nodes. The identification of clusters by 

means of the U-matrix is not as straightforward as it is from the RP-Q method.  
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Figure 3: The RP visualization (left) and U-Matrix (right) for the two SOM nets trained with a 

leukemia data set. 

 

In the second example we use the RNCS data set. It consists of 112 genes 

with relative expression over nine different time intervals; six clusters were originally 

reported and biologically justified [7]. Figure 4 compares the RP (left panels) and U-

matrix (right panels) methods. In the RP plot the six clusters can be visualized. For 

the smaller net one of the reported clusters where identified as a non-QC cluster by 

means of the RP-Q method. These clusters present the smallest number of samples in 

the data set. By means of the U-matrix, the clusters are not completely recognized. 

In Figure 5 the RP-Q tool is used to analyze the data set with a 6x6 SOM net, 

from which it is possible to identify all the clusters and interactively identify the 

genes belonging to each cluster with their corresponding gene expression pattern. In 

Figure 5 it is also possible to identify a transition node (TN). This is not possible from 

the U-matrix (Figure 4).  

 

4 Discussion  

The identification of clusters in GEP data is a very common task in the biological 

research [2-6]. The Self-Organized Map algorithm provides a way to map GE patterns 

[9].However, the analysis of the trained SOM demands visualization methods able to 

produce an estimate of the cluster  number underlying the data [10,11]. In this work 

tool for better visualization and cluster number estimation in SOM is presented that 

implements the concepts of Relative Position for visualization and Q statistic for 

cluster number estimation [12]. The visualization of the SOM node distribution in the 

relative position space yields a more objective view of the SOM structure than the U-

Matrix, one of the most commonly used methods to visualize SOM results [11]. 
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Figure 4:  Clusters visualized by means of the RP-Q method (left) and U-matrix (right) for two 

SOM nets trained from a RCNS with six clusters. 

 

Figure 5:  The RP-Q tool for the analysis of the Rat data ser with a 6x6 SOM net. TN is a 

transition node. The genes associated to node at array position {1,6} are shown in the NI panel 

and the expression pattern in CP for it’s cluster. 
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The RP principle resembles the main idea of the Adaptive Coordinate method [14]. 

However, the RP-Q method has less computational overload because it does not need 

to store in memory the distance matrix between the codebook vectors and each input, 

nor does it need to calculate the relative change matrix. The RP-Q method also 

provides the ''link between nodes'' which helps to visualize the clusters and the 

relationship between nodes and clusters. This link (threshold value) is also useful to 

find sub-clusters and possible pathways of new input data. Moreover, the estimation 

of the number of clusters by means of the RP-Q method is invariant across runs once 

the net has been trained  

The development of the Q statistic in the RP space was designed to settle a 

threshold value able to estimate the number of qualified clusters underlying the SOM 

structure. This is a good place to start the interactive analysis of the SOM structure. 

The random variable Wk involved in the calculation of the Q statistic is the kernel of 

the Gap statistic proposed by Tibshirani et al. [13] to estimate the cluster number after 

the application of a k-means algorithm to group p-dimensional objects. Here we use it 

over the weight vectors of the SOM and we show that it performs well under different 

SOM sizes and different data bases [12]. The basic relationship of within and between 

cluster sums of squares used by others´s procedures, was adjusted to take into account 

non-qualified clusters. Therefore, the Q statistic not only contrasts between vs. within 

cluster heterogeneity, but also takes into account the quality of the SOM structure 

emerging at each threshold. 
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Abstract. Comparative genome analysis is very useful to help scientists
in understanding functional and evolutionary issues of species. EGG is
a tool for whole genome pairwise comparison that compares all-against-
all predicted proteins of two genomes and finds, among others, pairs
of homologous genes and specific genes of both genomes. We present
EGGview, a simple and easily configurable approach to visualize com-
parative genome data from EGG output. EGGview runs on the top of
the well-known web-based GBrowse framework.

Key words: genome comparison, gbrowse, comparative data visualiza-
tion

1 Introduction

The increasing availability of genome data brings the need for tools to analyze
and compare them, in order to gain clues about common functionalities and to
get better understanding about changes in gene organization between related
species. Whole genome comparison, specifically involving gene content and gene
order conservation, is a powerful tool for studies of genomic evolution [8, 10].

A tool called EGG (Extended Genome-Genome comparison) [1] makes whole
genome pairwise comparison by finding all pairs of orthologous genes using
blastp program [2] (other versions of blast programs may be used). The com-
parison takes all the predicted proteins of both genomes into account, following
all-against-all fashion. After that, a bipartite graph is built, where an edge rep-
resents a pair of orthologous genes. An edge of this graph is called a match.
Formally, a match is a pair (g, h) of genes whose blastp e-values (both ways)
are not greater than 10−5 and the alignments include at least 60% of each se-
quence. Note that a gene can be in several matches. When a gene h is the best

⋆ This work was supported by CNPq and Fundect-MS.
⋆⋆ To whom correspondence should be addressed.
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blastp hit found by g and vice versa, we have a bi-directional best hit (BBH).
Thus, a gene can participate at most of one BBH. When a gene g found no
blastp hits on the other genome, we say that g is a specific gene.

After graph construction, EGG looks for organization structures in it, called
orthologous regions. Basically, an orthologous region is a region in both genomes
of closely matches [1]. Recent features of EGG package include the comparison of
incomplete genomes, without any information about the structure of the genome.
This program is called EGG-Lite, and assumes as input only multi-fasta files with
the predicted proteins of both genomes.

EGG has been used successfully in several genome projects [3–6, 9, 13]. The
main problem is its lacking of graphical visualization. The goal of this work is
to present an approach to visualizing EGG with the use of the GBrowse frame-
work [11], which is a combination of database and web-page tool for displaying
and searching genomic annotations. By using this portable and flexible appli-
cation, one can have detailed views of a genome. Tracks may be created and
customized by the user. GBrowse has been widely adopted by genome projects,
mainly because its support for third party annotation, made through GFF (Gen-
eral Feature Format) formats.

GBrowse is not suitable for comparative analysis, since does not support links
between tracks. Thus, there is a need to develop independent tools for visualizing
genome comparisons. In order to overcome this need and avoid effort duplication,
we propose EGGview, a tool for visualizing comparative data from EGG, such
as BBHs and specific genes. This is made by scripts that build GFF files to be
used by GBrowse. EGGview inherits GBrowse functionalities and shows genome
pairwise comparison and its functional annotations in a same environment.

2 Implementation

EGGview scripts, such as more examples of cross-species comparisons are avail-
able for download at http://egg.dct.ufms.br/projects. The following soft-
ware environment must be installed before using EGGview: Perl 5.005 or higher
(www.perl.org); BioPerl 1.5.2 or higher (www.bioperl.org); Apache Web Server
2.0 or higher (www.apache.org); and GBrowse 1.66 or higher (www.gmod.org).

EGGview is very simple to use, just by running one of the Perl scripts directly
from EGG output files, egg2gff3.pl for EGG or egg-lite2gff3.pl for EGG-
Lite. Optionally, both scripts can be run by adding corresponding options when
EGG or EGG-Lite are called. The job to be done by the scripts is to build the
GFF and the configuration files to be used by GBrowse. The configuration file is
used to manage information to the entire system, and can be set by the user. All
annotation data except EGG output ones are in the same format as required by
GBrowse. Bio::DB::GFF schema should be used to store all data in a database.
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3 Discussion

The main features of EGGview are to map genes of the query genome into real
coordinates of the reference genome, based on the BBHs, and to show specific
reference genome genes. Thus, at least the reference genome must be complete.
EGG has been used in the Xanthomonas project [3], where X.axonopodis pv
citri was compared to X.campestris pv campestris. Figure 1 illustrates the use of
EGGview, choosing X.campestris as reference. An additional and useful feature
was implemented, in which a pop-up window shows up when the user mouses
over the BBH. In this window, both blast reciprocal alignments can be seen in
HTML or in PDF format. Figure 2 illustrates this feature.

Fig. 1. Main features for the comparison of two Xanthomonas.

Fig. 2. Pop-up illustrating information about a BBH found between two Xanthomonas.
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Other GBrowse-like visualization approaches that show synteny information
have been published [7, 12]. Our goal here is not to compete with those works.
Instead, we are interested in providing a graphical interface specifically to EGG
package, that is intensively used by our group and by several genome projects [3–
6, 9, 13]. EGGview is still being analyzed and much remains to be done. For
example, the next step we are work on is to include the orthologous regions
when two complete genomes has been compared.
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Abstract. Recently, interest has grown in the prediction of properties and 
function of peptides and proteins, arising the need to identify molecular 
descriptors suitable for establishing structure-property relationships. In order to 
prove if topological indices derived from Graph Theory could be applied in the 
characterization of peptides, we have generated two sets of peptides: one 
composed by the 120 possible pentapeptides obtained from permutations of five 
amino acids; the other composed by 30 octapeptides obtained from 
permutations of eight amino acids. Dragon software was applied in the 
calculation of 578 topological descriptors. The range of values assumed by each 
descriptor, its information content (quantified through Shannon Entropy) and 
degree of degeneracy are proposed as criteria for the selection of the descriptors 
which best characterize the peptides sets.  Results indicate that topological 
indices may be valuable in the design of peptides with therapeutic applications 
and, in time, for the characterization of proteins.   

Keywords: Topological Indices – Peptides – Drug Design  

1   Introduction 

The recent completion of the human genome and the fact that thousands of organisms 
are being sequenced at present has changed the face of Molecular Biology and 
Medicinal Chemistry. The genetic basis of disease are being identified, together with 
the potential ability to interfere with it. New potential therapeutic targets are being 
revealed as possible alternatives to the relatively few traditional targets. However, 
potential targets provided by genome projects are not usually accompanied by a 
meticulous understanding of their function. With this background, new ways of 
capturing structural information of peptides and proteins are needed, in order to 
establish relationships between their structure and their properties and functions. This 
study aims to determine if topological indices (TIs) may be suitable structural 
descriptors to characterize peptides and, in time, proteins.   
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The term TIs refers to molecular descriptors derived from molecules 
representations called graphs, in which atoms are represented as vertices and covalent 
chemical bonds are represented as edges. In graphs, geometrical features of molecules 
(such as bond length and angle) are not explicitly considered and connectivity of 
atoms is regarded as their fundamental characteristic. Using molecular graphs, the 
chemical structure of an organic compound may be expressed through graph matrices, 
polynomials, spectra, spectral moments, counts of paths and walks and, finally, TIs 
derived from algebraic operations on any of these elements. They offer a simple way 
of measuring molecular size, shape, branching and complexity, and molecular 
similarity [1,2]. The most common used TIs are derived from the adjacency matrix A 
(whose elements take values of one if the associated atoms are directly connected by a 
covalent chemical bond and zero otherwise) and the distance matrix D (with each 
element taking the value of the topological length of the shortest path between two 
atoms) [2-3]. The elements of A(n x n) can be expressed as follows, n being the 
number of atoms in the molecule: 

 

1    if atoms and are bonded by a covalent bond
0    if  atoms and are not bonded by a covalent bond ij

i j 
A

i j 
⎧⎪= ⎨
⎪⎩

 
(1) 

 
The elements of D(n x n) are defined as follows, np being the length of the shortest 

path between the vertices i and j: 
 

0    if  
   if     ij

p

i = j 
D

n i j 
⎧⎪= ⎨ ≠⎪⎩

 
(2) 

 
For exemplification purposes, Fig. 1 shows the graph derived from the molecule of 

phenol and both A and D matrices. 
TIs have been widely applied in drug discovery for the characterization of active 

compounds and the rational search of new therapeutic agents [4-6]. Our group has 
successfully applied them in the process known as virtual screening, identifying new 
anticonvulsants and antichagasic agents from large compound databases of 104 to 105 
drug-like compounds [7-10].   

In the last years, interest has grown on peptides as source of new therapeutic agents 
[11-13]. Besides, as mentioned, the completion of the human genome six years ago 
has highlighted the importance of techniques for the prediction of proteins structure 
and function. In Medicinal Chemistry, improvement of those techniques could serve 
to optimize the target selection and the drug design process [13, 14].    

Could TIs be used to predict the biological activities of peptides, in a similar way 
as they are used to predict the activities of traditional drugs? Is it possible to apply 
descriptors derived from Graph Theory in the prediction of a protein function or 
structure, just from the knowledge of its amino acid sequence? The present paper is a 
first step towards answering the former of these issues. We have evaluated the 
potential ability of 578 TIs to characterize the 120 pentapeptides that can be obtained 
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from permutation of five different amino acids and 30 octapeptides obtained from 
permutations of eight different amino acids.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Graph derived from the structure of phenol, and its associated A and D 
matrices. Although numeration of the graph is arbitrary, TIs are graph invariants and 
their value will remain the same no matter the proposed numeration.  

2   Methodology 

We intended to identify TIs that are sensitive to structural variations in peptides 
structures. A chemical descriptor whose value varies little within the dataset of 
molecules to be studied has little power to distinguish these compounds. This fact was 
observed by Bajorath et al. as the “bandwidth potential” of the descriptor [15]. For 
example, a numerical descriptor counting the number of rotatable bonds in a molecule 
has significantly higher intrinsic variability than a descriptor which detects the 
presence or absence of a particular structural motif and, therefore, assumes only 
binary values. In other words, a descriptor that, for a given set of molecules, assumes 
values that are well-distributed over a wide range of values has great information 
content and is proper for the characterization of that set of compounds through 
structure-activity and structure-property relationships. Moreover, and ideal descriptor 
would be able to assume different values for all the structures in the dataset, meaning 
that it is sensitive to the structural differences among them all.   
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Keeping this in mind, we have generated the structures of the 120 possible 
pentapeptides which can be obtained from all possible permutations of the amino 
acids Arg, Phe, Ser, Trp and Tyr and 30 of the possible octapeptides that can be 
obtained from permutations of the amino acids Asp, Cys, His, Ile, Leu, Thr, Tyr and 
Val. Note that Tyr differs from Phe only by the presence if an hydroxyl group, while 
Ile and Leu differ in the position of a –CH3 group and Ile and Val only difference is 
an additional –CH2 group in Ile lateral chain. Thus, if topological descriptors are able 
to distinguish between peptides whose only difference is the exchange of any of that 
pairs of similar amino acids in the amino acid sequence, that would be and indicator 
of high descriptive capability.    

Dragon software was used for the computation of 578 TIs [16]. Descriptors with no 
variance and little variance were excluded from further analysis through the 
commands “exclude constant variables” and “exclude near constant variables” 
included in Dragon. For each set of peptides, the results were analyzed considering: 
range of values of each descriptor (normalized to the average value of the descriptor 
for the correspondent set of peptides); distribution of the descriptor values normalized 
to the average value of each descriptor through observation of comparative 
histograms; and degeneracy of each descriptor in each peptide set. We will consider 
the descriptor is degenerated if it assumes the same value for several of the peptidic 
structures.  For further quantification of the intrinsic variability of the descriptors, we 
have performed Shannon Entropy (SE) analysis of the descriptors distribution 
histograms, as described by Bajorath et al [15, 17]. SE is defined as: 
 

2logSE pi pi= − ×∑  (3) 

  
In this formulation, p is the probability of observing a particular descriptor value in 

a given bin of the histogram. p is calculated from the number of compounds with a 
descriptor value that falls within a specific histogram bin, or count (c), for a specific 
data interval i. Thus, p is calculated as: 
 

/pi ci ci= ∑  (4) 

 
Equation 3 contains a logarithm to the base 2, which corresponds to a scale factor 

and permits the resulting SE to be considered as the number of binary bits necessary 
to capture the information contained within the descriptor variation. SE values for 
different data sets can be directly compared, provided a uniform binning scheme can 
be defined. This is the case when data sets are represented in histograms where the 
data range is divided into the same number of bins. In histogram representations, 
largest possible SE (maximum information content) is obtained when data points are 
evenly distributed over all data intervals, and maximum SE thus corresponds to log2 of 
the number of histogram bins.  
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3   Results 

Table 1 shows the values of four descriptors for each of the 120 pentapeptides. We 
have kept Dragon´s nomenclature of the descriptors. MATS5v corresponds to Moran 
autocorrelation (lag 5) weighted by atomic Van der Waals volumes [18]; MATS6p 
symbolizes Moran autocorrelation (lag 6) weighted by atomic polarizabilities [18]; 
VRA1 corresponds to Randic-type eigenvector-based index from adjacency matrix 
[19]; ATS8m corresponds to Broto-Moreau autocorrelation of a topological structure 
(lag 8) weighted by atomic mass [20]. As illustrative examples, we have included in 
Table 1: 
 
• Descriptors whose values fall within a wide range of values but that also present 

high degeneracy (same value for different peptidic structures) and, as a 
consequence, poor intrinsic variability (MATS5v and MATS6p). In the case of 
MATS5v and MATS6p, the descriptor assumes unique values for none of the 
120 structures.  

• Descriptors with low degeneracy, a wide range of values and high intrinsic 
variability (VAR1). VRA1 assumes unique values for 118 out of 120 
pentapeptides (which represents more than 98% of the total pentapeptides 
analyzed). In other words, VAR1 is an example of an almost ideal descriptor for 
the characterization of the 120 pentapeptides. This descriptor is calculated 
through application of a Randic-type formula: 

 
1/ 21 ( )i jVRA a a −=∑  (5) 

 
where ai and aj are local graph invariants obtained from the eigenvector 
corresponding to the largest negative eigenvalue of the adjacency matrix A [19]. 
This eigenvector varies in a consistent manner and induce reasonable 
intramolecular ordering of vertices: if the vertices corresponding to the longest 
chain of the molecule are numbered sequentially starting from one end and the 
side chains atoms are then numbered further beginning from those closest to 
atom 1, it is observed that lower values of the eigenvector correspond to vertices 
of lower degree, farther from the center of the molecule or from vertices of high 
degree such as tertiary or quaternary carbons.  
Note that VAR1 assumes different values for those pentapeptides in which Phe 
and Tyr exchange places in the sequence (for example, arg-phe-ser-trp-tyr and 
arg-tyr-ser-trp-phe), even when these amino acids only differ in the presence of a 
hydroxyl group in Tyr.  

• Descriptors that, although presenting a narrow range of values, have a high 
intrinsic variability and moderate degeneracy for the considered compounds 
(ATS8m).  

 
The previous observations are further supported by the comparative histograms 

(fig. 2) and the values of SE (table 1) for these four descriptors. SE value approaches 
the maximum (log2 15 = 3.91) in the case of ATS8m, indicating the high information 
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content of this descriptor. VRA1, which as explained has high variability among the 
120 pentapeptides, also shows high SE value.   

 

Table 1.  Values of four TIs for the 120 pentapeptides. Maximum, minimum and average 
values of each descriptor are presented. SE is calculated from 15-bins histograms.    

Peptide MATS5v MATS6p VRA1 ATS8m 
arg-phe-ser-trp-tyr 0.003 -0.003 9012.415 143.760 
arg-phe-ser-tyr-trp 0.003 -0.004 17943.690 140.476 
arg-phe-trp-ser-tyr 0.003 -0.003 4622.455 143.110 
arg-phe-trp-tyr-hin 0.017 0.024 4072.852 155.227 
arg-phe-tyr-ser-trp 0.003 -0.004 17390.830 139.827 
arg-phe-tyr-trp-ser 0.017 0.024 7522.839 155.227 
arg-ser-phe-trp-tyr 0.003 -0.003 8813.192 144.463 
arg-ser-phe-tyr-trp 0.003 -0.004 16969.750 141.180 
arg-ser-trp-phe-tyr 0.003 -0.003 4961.875 144.463 
arg-ser-trp-tyr-phe 0.003 -0.003 4927.059 144.256 
arg-ser-tyr-phe-trp 0.003 -0.004 16898.930 141.180 
arg-ser-tyr-trp-phe 0.003 -0.003 8665.139 144.256 
arg-trp-phe-ser-tyr 0.003 -0.003 4457.245 143.110 
arg-trp-phe-tyr-ser 0.017 0.024 3175.552 155.227 
arg-trp-ser-phe-tyr 0.003 -0.003 4750.589 143.759 
arg-trp-ser-tyr-phe 0.003 -0.003 4647.545 143.553 
arg-trp-tyr-phe-ser 0.017 0.024 3152.137 155.227 
arg-trp-tyr-ser-phe 0.003 -0.003 4335.444 142.903 
arg-tyr-phe-ser-trp 0.003 -0.004 17461.950 139.827 
arg-tyr-phe-trp-ser 0.017 0.024 7523.069 155.227 
arg-tyr-ser-phe-trp 0.003 -0.004 17938.610 140.476 
arg-tyr-ser-trp-phe 0.003 -0.003 8858.917 143.553 
arg-tyr-trp-phe-ser 0.017 0.024 4025.524 155.227 
arg-tyr-trp-ser-phe 0.017 0.024 4025.524 155.227 
phe-arg-ser-trp-tyr -0.022 -0.028 6165.053 142.359 
phe-arg-ser-tyr-trp -0.022 -0.029 12262.54 139.076 
phe-arg-trp-ser-tyr -0.022 -0.028 3461.839 141.986 
phe-arg-trp-tyr-ser -0.008 -0.001 2905.176 154.103 
phe-arg-tyr-ser-trp -0.022 -0.029 12122.78 138.703 
phe-arg-tyr-trp-ser -0.008 -0.001 5177.146 154.103 
phe-ser-arg-trp-tyr -0.022 -0.028 4713.250 142.577 
phe-ser-arg-tyr-trp -0.022 -0.029 9175.335 139.294 
phe-ser-trp-arg-tyr -0.022 -0.028 3440.650 142.716 
phe-ser-trp-tyr-arg -0.015 -0.010 4304.127 147.891 
phe-ser-tyr-arg-trp -0.022 -0.029 8285.299 139.433 
phe-ser-tyr-trp-arg -0.015 -0.010 4391.405 147.891 
phe-trp-arg-ser-tyr -0.022 -0.028 4611.125 140.948 
phe-trp-arg-tyr-ser -0.008 -0.001 3155.295 153.341 
phe-trp-ser-arg-tyr -0.022 -0.028 5989.344 141.460 
phe-trp-ser-tyr-arg -0.015 -0.010 8016.141 146.911 
phe-trp-tyr-arg-ser -0.008 -0.001 3870.265 152.927 
phe-trp-tyr-ser-arg -0.015 -0.010 4635.760 145.985 
phe-tyr-arg-ser-trp -0.022 -0.029 10590.540 137.665 
phe-tyr-arg-trp-ser -0.008 -0.001 4413.631 153.341 
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phe-tyr-ser-arg-trp -0.022 -0.029 9362.504 138.177 
phe-tyr-ser-trp-arg -0.015 -0.010 4732.556 146.911 
phe-tyr-trp-arg-ser -0.008 -0.001 2808.311 152.927 
phe-tyr-trp-ser-arg -0.015 -0.010 4635.760 145.985 
ser-arg-phe-trp-tyr 0.010 -0.013 3765.677 152.917 
ser-arg-phe-tyr-trp 0.01 -0.015 7011.294 149.633 
ser-arg-trp-phe-tyr 0.010 -0.013 2703.796 152.917 
ser-arg-trp-tyr-phe 0.010 -0.013 2666.760 152.710 
ser-arg-tyr-phe-trp 0.010 -0.015 7000.156 149.633 
ser-arg-tyr-trp-phe 0.010 -0.013 3709.054 152.710 
ser-phe-arg-trp-tyr 0.010 -0.013 2977.855 152.431 
ser-phe-arg-tyr-trp 0.010 -0.015 5590.461 149.148 
ser-phe-trp-arg-tyr 0.010 -0.013 2773.499 152.293 
ser-phe-trp-tyr-arg 0.016 0.005 3642.196 157.468 
ser-phe-tyr-arg-trp 0.010 -0.015 4846.232 149.010 
ser-phe-tyr-trp-arg 0.016 0.005 2889.362 157.468 
ser-trp-arg-phe-tyr 0.010 -0.013 4281.429 152.431 
ser-trp-arg-tyr-phe 0.010 -0.013 4179.860 152.224 
ser-trp-phe-arg-tyr 0.010 -0.013 5063.771 152.293 
ser-trp-phe-tyr-arg 0.016 0.005 6762.983 157.468 
ser-trp-tyr-arg-phe 0.010 -0.013 4920.287 152.086 
ser-trp-tyr-phe-arg 0.016 0.005 6764.449 157.468 
ser-tyr-arg-phe-trp 0.010 -0.015 5695.135 149.148 
ser-tyr-arg-trp-phe 0.010 -0.013 2976.336 152.224 
ser-tyr-phe-arg-trp 0.010 -0.015 4920.224 149.010 
ser-tyr-phe-trp-arg 0.016 0.005 2915.325 157.468 
ser-tyr-trp-arg-phe 0.010 -0.013 2746.828 152.087 
ser-tyr-trp-phe-arg 0.016 0.005 3686.691 157.468 
trp-arg-phe-ser-tyr -0.022 -0.034 8050.795 136.225 
trp-arg-phe-tyr-ser -0.008 -0.008 5216.586 148.341 
trp-arg-ser-phe-tyr -0.022 -0.034 8965.385 136.598 
trp-arg-ser-tyr-phe -0.022 -0.034 8738.074 136.391 
trp-arg-tyr-phe-ser -0.008 -0.008 5150.054 148.341 
trp-arg-tyr-ser-phe -0.022 -0.034 7770.940 136.018 
trp-phe-arg-ser-tyr -0.022 -0.034 8943.838 135.186 
trp-phe-arg-tyr-ser -0.008 -0.008 5991.577 147.580 
trp-phe-ser-arg-tyr -0.022 -0.034 11865.710 135.698 
trp-phe-ser-tyr-arg -0.015 -0.016 15670.140 141.150 
trp-phe-tyr-arg-ser -0.008 -0.008 7177.505 147.166 
trp-phe-tyr-ser-arg -0.015 -0.016 14748.700 140.224 
trp-ser-arg-phe-tyr -0.022 -0.034 10199.680 136.816 
trp-ser-arg-tyr-phe -0.022 -0.034 9962.492 136.609 
trp-ser-phe-arg-tyr -0.022 -0.034 11761.830 136.955 
trp-ser-phe-tyr-arg -0.015 -0.016 15250.400 142.130 
trp-ser-tyr-arg-phe -0.022 -0.034 11381.160 136.748 
trp-ser-tyr-phe-arg -0.015 -0.016 15194.360 142.130 
trp-tyr-arg-phe-ser -0.008 -0.008 5898.495 147.580 
trp-tyr-arg-ser-phe -0.022 -0.034 8637.037 134.980 
trp-tyr-phe-arg-ser -0.008 -0.008 7194.398 147.165 
trp-tyr-phe-ser-arg -0.015 -0.016 14813.980 140.224 
trp-tyr-ser-arg-phe -0.022 -0.034 11518.990 135.492 
trp-tyr-ser-phe-arg -0.015 -0.016 15686.230 141.150 
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tyr-arg-phe-ser-trp -0.022 -0.029 12603.750 137.560 
tyr-arg-phe-trp-ser -0.008 -0.001 5357.407 152.960 
tyr-arg-ser-phe-trp -0.022 -0.029 12717.750 137.933 
tyr-arg-ser-trp-phe -0.022 -0.028 6274.696 141.009 
tyr-arg-trp-phe-ser -0.008 -0.001 2947.706 152.960 
tyr-arg-trp-ser-phe -0.022 -0.028 3471.454 140.636 
tyr-phe-arg-ser-trp -0.022 -0.029 10916.220 136.522 
tyr-phe-arg-trp-ser -0.008 -0.001 4547.415 152.198 
tyr-phe-ser-arg-trp -0.022 -0.029 9681.549 137.033 
tyr-phe-ser-trp-arg -0.015 -0.010 4869.483 145.768 
tyr-phe-trp-arg-ser -0.008 -0.001 2857.924 151.784 
tyr-phe-trp-ser-arg -0.015 -0.010 4683.258 144.842 
tyr-ser-arg-phe-trp -0.022 -0.029 9585.994 138.151 
tyr-ser-arg-trp-phe -0.022 -0.028 4831.456 141.228 
tyr-ser-phe-arg-trp -0.022 -0.029 8666.974 138.290 
tyr-ser-phe-trp-arg -0.015 -0.010 4549.593 146.748 
tyr-ser-trp-arg-phe -0.022 -0.028 3458.919 141.366 
tyr-ser-trp-phe-arg -0.015 -0.010 4391.895 146.748 
tyr-trp-arg-phe-ser -0.008 -0.001 3167.651 152.198 
tyr-trp-arg-ser-phe -0.022 -0.028 4535.119 139.598 
tyr-trp-phe-arg-ser -0.008 -0.001 3934.250 151.784 
tyr-trp-phe-ser-arg -0.015 -0.010 7981.302 144.842 
tyr-trp-ser-arg-phe -0.022 -0.028 5923.114 140.110 
tyr-trp-ser-phe-arg -0.015 -0.010 8159.672 145.768 
Max 0.017 0.024 17943.690 157.468 
Min -0.022 -0.034 2666.760 134.980 
Average -0.006 -0.012 7081.429 145.767 
Range 
(normalizaed to 
average)  

6.16 4.73 2.16 0.15 

SE  2.50 3.00 3.36 3.69 
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Fig. 2. Distribution of values for the four descriptors presented in table 1 (normalized to the 
average value of each descriptor).   

Table 2 presents the results for the set of 30 octapeptides. Although the range of 
values that the four descriptors assume are smaller, in most of the cases, than that of 
the pentapeptides, both VRA1 and AST8m assume unique values for each of the 30 
molecules (even in those cases in which the positions of Leu and Ile or Val and Ile are 
exchanged in the sequence of amino acids, see for example fig. 3). Although Moran 
autocorrelations still show some level of degeneracy this seems to be quite smaller 
than in the case of the pentapeptides.  (30% and 43% of molecules with unique 
descriptor values for  MATS5v and MATS6p, in that order, and better distribution of 
values)  
 

Table 2.  Descriptor values for the 30-octapeptides set. Maximum,  minimum and average 
values and range of values of each descriptor (normalized to the average value of the 
descriptor) are presented.  

 
Peptide MATS5v MATS6p VRA1 ATS8m 

asp-cys-ile-val-thr-his-tyr-leu 0.035 0.012 1104.386 202.681 
asp-cys-thr-val-ile-his-tyr-leu 0.035 0.012 1195.555 200.178 
asp-his-tyr-ile-leu-val-thr-cys 0.038 0.004 941.589 204.669 
asp-ile-val-tyr-thr-his-leu-cys 0.038 0.004 1002.089 212.217 
asp-thr-tyr-ile-val-his-cys-leu 0.035 0.012 1154.518 207.643 
asp-tyr-val-cys-ile-thr-leu-his 0.035 0.006 969.893 198.305 
cys-asp-thr-tyr-his-leu-val-ile 0.036 0.007 895.615 208.761 
cys-ile-asp-val-tyr-leu-thr-his 0.037 -0.001 876.126 201.851 
cys-ile-leu-thr-his-val-asp-tyr 0.035 -0.006 990.900 203.109 
cys-ile-val-his-asp-leu-tyr-thr 0.042 0.013 854.790 207.817 
his-cys-thr-ile-val-leu-tyr-asp 0.026 0.005 1141.841 195.016 
his-leu-asp-thr-cys-tyr-ile-val 0.026 0.006 1125.267 204.060 

Distribution of values of descriptors from Table 1 
(normalized to average value of each descriptor)
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his-tyr-leu-asp-val-cys-thr-ile 0.023 0.003 814.028 194.920 
his-tyr-thr-val-ile-leu-cys-asp 0.026 0.005 1197.631 200.168 
his-val-leu-tyr-thr-asp-cys-ile 0.023 0.003 976.508 204.197 
ile-asp-val-his-thr-tyr-cys-leu 0.044 0.021 1061.916 209.094 
ile-cys-thr-asp-val-tyr-his-leu 0.044 0.021 1009.207 201.405 
ile-his-thr-cys-val-leu-asp-tyr 0.043 0.010 924.560 196.839 
leu-cys-thr-asp-val-tyr-his-ile 0.022 0.029 1165.301 206.461 
leu-his-thr-cys-val-ile-asp-tyr 0.021 0.017 986.798 197.223 
leu-tyr-val-asp-his-cys-ile-thr 0.028 0.036 836.387 210.394 
thr-asp-tyr-his-val-leu-cys-ile 0.051 0.014 974.107 207.558 
thr-his-cys-ile-asp-val-leu-tyr 0.049 0.001 917.240 206.356 
thr-tyr-val-leu-ile-asp-cys-his 0.051 0.006 1007.319 207.596 
tyr-cys-ile-thr-val-leu-his-asp 0.021 0.000 1174.082 192.731 
tyr-his-ile-val-thr-asp-leu-cys 0.020 -0.011 1172.958 203.306 
tyr-his-leu-val-thr-asp-ile-cys 0.020 -0.011 994.805 201.850 
tyr-thr-leu-val-asp-ile-his-cys 0.020 -0.011 1055.348 208.083 
val-his-thr-cys-ile-leu-asp-tyr 0.055 0.002 918.506 200.999 
val-ile-cys-thr-his-leu-tyr-asp 0.060 0.016 870.524 200.161 

Max 0.060 0.036 1197.631 212.217 
Min 0.020 -0.011 814.028 192.731 
Average 0.034 0.0075 1010.326 203.188 
Range (normalizaed to average) 1.16 6.27 0.38 0.10 

 

 
Fig. 3.  Comparison of two octapeptides which differ only in the positions of Leu and 
Ile. The values of the four descriptors showed in table 3 for the peptide on the top 
(leu-his-thr-cys-val-ile-asp-tyr) are: MATS5v = 0.021; MATS6p = 0.017; VRA1 = 
986.198; ATS8m = 197.223. The values for the peptide on the bottom (ile-his-thr-cys-
val-leu-asp-tyr) are: MATS5v = 0.043; MATS6p = 0.010; VRA1 = 924.560; ATS8m 
= 196.839. Note how a slight change in the structure is reflected in significant 
changes in the values of the four considered descriptors.  
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4   Conclusions 

In order to verify if TIs may be applicable in characterization of peptides, we have 
calculated 578 TIs for a set of 120 pentapetides and a set of 30 octapeptides; both sets 
were generated, respectively, by permutations of five and eight different amino acids. 
The degeneracy and the information content of the descriptors were used as criteria to 
determine if TIs may serve for the proposed application.  

We have identified TIs with low degeneracy and good distribution of values in 
both sets. In the case of the pentapeptides set, high information content was verified 
through calculation of Shannon Entropy values. The results indicate that TIs may be 
useful in Quantitive Structure Activity and Quantitive Structure-Property 
Relationships (QSAR and QSPR) studies. Thus, TIs could be applied in rational 
search and design of peptides with therapeutic uses.   
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Abstract. The granulovirus infecting the potato tuber moth, Phthorimaea 
operculella [Lepidoptera: Gelechiidae] (PoGV) is a naturally occurring, 
endemic entomopathogen that has been used efficiently as a selective biological 
insecticide. The virus has been isolated in various parts of the world. From 16 
geographical isolates, five genes of PoGV that encode regulatory enzymes 
which manipulate the host’s life cycle (egt), act on the apoptosis process (p49, 
iap-op1 and iap-cp5) or that are involved in establishing infection (ie-1), were 
PCR-amplified by using PoGV-specific primers. The DNA segments were 
sequenced and the gene protein alignments compared for genomic 
polymorphisms among the isolates. Comparison of the nucleotide sequences 
showed high similarity between all isolates, but analysis of protein alignments 
revealed low similarity of the isolate from Yemen (9% sequence identity) for 
the iap-cp5 gene, and of the isolates from Turkey (16%), Yemen (26%), and 
Kenya (37%) for the egt gene. 

Keywords: potato tuber moth, microbial insecticides, baculovirus, genomic 
polymorphism, entomopathogens, geographic variants, DNA homology. 

1   Introduction 

The potato tuber moth, Phthorimaea operculella Zeller (Lepidoptera: Gelechiidae), is 
a major pest of potatoes in many tropical and subtropical regions of the world (4, 14). 
Larvae mine both leaves and tuber, in the field and in storerooms. In rustic farmers 
storage, where previously infested tubers brought into the store are the main source 
for subsequent pest propagation and rapidly increasing tuber infestations, tuber 
damage can be total within 2-4 months when left untreated (21). The granulovirus 
infecting P. operculella larvae (PoGV) is a prime microbial agent to control the pest 
in potato stores (7). Cottage-type mass production enterprises have been launched in 
Peru, Bolivia, Colombia, Egypt and Tunisia (12, 22). Granuloviruses (GV) belong to 
the highly host specific family of Baculoviridae, which are large viruses with double-
strained, supercoiled, circular DNA of 88-156 kbp and are pathogenic for 
invertebrates (2). The potential of baculoviruses for pest control has been well 
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documented and they have proven to be effective and safe against many pests, 
especially of the economically important order of Lepidoptera (8, 9, 13). 

PoGV has been isolated (1, 3, 10, 15, 23) and field tested (6, 11, 16) in various 
parts of the world, including South Africa, India, Australia, Tunisia, Peru, Kenya, 
Bolivia, and the Republic of Yemen. Laboratory studies directed towards evaluating 
the virulence of PoGV revealed high biological variation between PoGV isolated 
(18). Restriction endonuclease analysis (REN) of DNA from eight isolates of PoGV 
revealed three distinct but closely related genotypes (20). Recently, the complete 
DNA of a Tunisian isolate was sequenced providing a basis for genetic comparison of 
other PoGV isolates (5). 130 ORFs have been identified according to homology with 
other baculoviruses (5). Baculoviruses encode genes, which manipulate the biology of 
the host to enable them to have and effective infection. In this study, five viral genes 
(egt, ie-1, p49, iap-op1 and iap-cp5) that encode multifunctional regulatory enzymes 
during infection from 16 geographical PoGV isolates were compared biochemically 
as an initial research step to explain variation in biological activities of the virus 
isolates. 

2   Materials and methods 

Sixteen geographical isolates of PoGV from the collection at the International Potato 
Center (CIP), Lima, Peru, maintained at – 70°C, were used in this study. The place of 
origin of each isolates was Peru (4), Ecuador (2), Bolivia, Colombia, Chile, Australia, 
Indonesia, India, Turkey, Kenya, Yemen, and Tunisia. Exact dates of isolation are 
unknown. All of them were isolated from naturally diseased larvae collected from 
fields or storages and propagated in laboratory stocks of P. operculella maintained at 
CIP. Cloned genotype were obtained by three successive rounds of in vivo cloning 
using the egg-dip method (19). The virus purification process included ultra-
centrifugation on a sucrose gradient and the DNA was extracted and purified using 
standard methods (17). 

Five pairs of primers were design for PCR-amplification of the 5 genes, egt, ie-1, 
p49, iap-op1 and iap-cp5 (Table 1), by using the PoGV DNA sequence (Tunisian 
isolate) available from GenBank (http://www.ncbi.nlm.nih.gov) and the computer 
program ADNSTAR (Inc., Madison, Wis.). PCR denaturation temperature was 95ºC 
for 5 min followed by 30 thermal cycles of 92ºC (1 min, melting) and 56.4 °C (1 min, 
annealing) and a final cycle of 72°C (5 min, amplification). PCR products were 
separated by electrophoresis with ethidium bromide in a 1% agarose gel. Amplified 
fragments were successful purified using the kit provided by Promega (Clean-Up with 
Wizard® SV for Gel and PCR, Promega Corp., USA) (Figure 1a) and send for 
sequencing to Macrogen Company (http://www.macrogen.com/english/index.html). 
Nucleotides and proteins sequences were analyzed using the computer program 
Vector NTI 8. 
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Table 1.  List of PoGV-specific primers disigned.  

Genes Forward primers Reverse primers 
iap-op1 AAAATTACGCAAACAATAATAAA TATAAACGCGACAAAATTTACG 
iap-cp5 TTTTTACAATAGATCCGAACCACAC TCGCTATTTTCCACCAAAGCTA 
P49 TTAGCATGTTGGGTTCGAGTC AGAATGGCCACTATAGAAGAAAACA 
ie-1 TGGTTCAAAACTCGTCTTCATAAC GGCGCTGGGTAATCGATTAATT 
egt TATTTTGTTGGGTTCGATCA CAAGAGTGGCAAAATTTATCGTA 

3   Results and discussion 

Nucleotide sequences of the ie-1, iap-op1, and p49 genes showed homology among 
all PoGV isolates. Nucleotide sequences of iap-cp5 revealed homology among most 
PoGV isolates, however, some mutations were detected in the isolates Tunisia and 
Colombia. Additionally, an insertion of two nucleotides in the gene of the isolate from 
Yemen changed the alignment of proteins, revealing 9% identity only compared to the 
Tunisian reference isolate (Fig.2A). 

The egt gene was fount to be the most variable among the PoGV isolates (96 – 
100% sequence identity). Nucleotide insertions and mutations were detected in the 
isolates Chile, Indonesia, Yemen, Ecuador (2), Tunisia, Kenya, Turkey and Yemen 
isolations. Analysis of protein alignments revealed low identity of the isolates Kenya 
(16%), Turkey (27%) and Yemen (37%) compared to the reference isolate (Fig 2B, 
Fig. 3). Other isolates show protein homology. Molecular weights of PCR-products 
from Turkey (1377 bp), Kenya (1484 bp), and Yemen (1376 bp) different compared 
to other isolates (1305 bp) due to additional nucleotides included with the regions 
flanking the gene (Fig. 1E). This allow to use this specific primer to re-identify virus 
after field releases, differentiating between the three isolates from Turkey, Yemen, 
and Kenya and the others PoGV isolates. 

________________________
BSB 2007 Poster Proceedings

42



M       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16   MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16   M

M       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16     MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16     M M 1 2 3  4      5 6   7    8  9 10   11  12  13 14    15    16    MM 1 2 3  4      5 6   7    8  9 10   11  12  13 14    15    16    M

M1        2       3        4      5     6       7    8       9 10    11   12    13    14    15    16M1        2       3        4      5     6       7    8       9 10    11   12    13    14    15    16

1    2   3    4    5    6    7     8     9   10  11   12   13   14  15  16 M

M 1    2     3 4 5     6       7 8       9     10     11     12  13  14 15   16 M

A

B

F

E

D

C
G

M       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16   MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16   MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16   MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16   M

M       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16     MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16     MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16     MM       1       2      3       4      5      6       7       8  9    10     11     12     13    14      15     16     M M 1 2 3  4      5 6   7    8  9 10   11  12  13 14    15    16    MM 1 2 3  4      5 6   7    8  9 10   11  12  13 14    15    16    MM 1 2 3  4      5 6   7    8  9 10   11  12  13 14    15    16    MM 1 2 3  4      5 6   7    8  9 10   11  12  13 14    15    16    M

M1        2       3        4      5     6       7    8       9 10    11   12    13    14    15    16M1        2       3        4      5     6       7    8       9 10    11   12    13    14    15    16M1        2       3        4      5     6       7    8       9 10    11   12    13    14    15    16M1        2       3        4      5     6       7    8       9 10    11   12    13    14    15    16

1    2   3    4    5    6    7     8     9   10  11   12   13   14  15  16 M1    2   3    4    5    6    7     8     9   10  11   12   13   14  15  16 M

M 1    2     3 4 5     6       7 8       9     10     11     12  13  14 15   16 MM 1    2     3 4 5     6       7 8       9     10     11     12  13  14 15   16 M

A

B

F

E

D

C
G

1 

1  2  3  4  5  6   7  8   9  10 11 12 13 14 15 16 M 

 
Fig. 1. DNA quality of the 16 PoGV isolation used (A), and molecular weights of PCR-
products of the genes iap-cp5 (B), iap-op1gen (C), p49 (D), egt (E), ie-1 (F). DNA λ Pst1 
Marker 1 is shown (G). Corresponding line numbers are: La Molina (1), Huaraz (2), Huancayo 
(3), Cusco (4), Ecuador-1 (5), Bolivia (6), Colombia (7), Chile (8), Australia (9), Indonesia 
(10), India (11), Turkey (12), Kenya (13), Yemen (14), Ecuador-2 (15) and Tunisia (16) 

 

A 
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Fig. 2. Similarity of the protein expression of iap-cp5 (A) and egt (B) from PoGV isolates that 
presented genetic polymorphism. 
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Fig. 3. Protein alignments of the egt mutant PoGV isolates. 
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Abstract. Prediction of physicochemical properties is of major concern for 
pharmaceutical research. In this context, machine learning methods are of great 
importance due to their contribution to the development of a plethora of mod-
els. Actually, many predictors exist but most of them do not correctly general-
ize when external data is presented. We present a novel framework for physico-
chemical property prediction, where training data is first clustered according to 
their structural similarity, and a classifier is trained for each conformed cluster. 
In this regard, the property prediction of a novel candidate drug is modelled by 
the classifier associated with the cluster that has more structurally-similar com-
pounds with regard to the new putative drug. The generalization problem is not 
completely solved with the presented approach, but it allows to reduce the pre-
diction error of the method. Artificial neural networks (NN) are used as classi-
fiers and an analysis on logP (octanol-water distribution coefficient) is used to 
show the advantages of our proposal. 

1   Introduction 

Interest in Quantitative Structure Activity Relationship (QSAR) given by the scien-
tific and industrial community has grown considerably in last decades. Nowadays, the 
need for property prediction is an important research issue in pharmaceutical science. 
Historically, when a new drug had to be developed, a ‘serial’ process started where drug 
potency (activity) and selectivity were examined first [1]. Many of the selected com-
pounds failed at later stages due to ADMET (absorption, distribution, metabolism, ex-
cretion and toxicity) behaviour in the body. For example, a compound can be promising 
at first based on its molecular structure, but other factors such as aggregation, limited 
solubility or limited uptake in the human organism turn it useless as a drug. 

Considering these pharmacokinetic screens at an early stage and in parallel with 
potency, allows drug development costs to get lower. In Di Masi [2], data was col-
lected from a survey of 10 pharmaceutical companies and the estimated out-of-pocket 
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cost per new drug is of about US$ 400 million and compared with earlier studies, 
there is an increase in the annual rate of the costs (7.3%) above general price infla-
tion. In ref [3] a description of drug development and research costs are detailed by 
the therapeutic category. 

Currently, the failure rate of a potential drug before the market is still high. The 
main problem resides in the unknown nature of the rules that govern ADMET con-
duct. That is, the human body is a very complex system and it is not often evident 
how a drug interacts with the large number of macromolecules in the human organ-
ism. In this context, physicochemical properties are related to the interactions of the 
drug molecule with the surrounding aqueous environment.  

So the trend consisted in the decomposition of this complex task in several stages 
in order to research ADME properties. For example, the first stage, absorption, was 
studied in [4] and a relationship was obtained from its logP (octanol-water partition 
coefficient) and other physicochemical properties. In this context, the emerging of 
combinatorial chemistry and HTS (high throughput screening) was of great progress 
because it allowed getting a vast amount of compounds in a short period and hence, 
constructing more robust models by the establishment of relationships. 

In vitro systems allow the isolation of the desired investigation mechanism using 
human tissue preparations or cell lines. These systems are preferred to the under-
standing of a process based solely on in vivo data, since the observer of a complex in 
vivo system has no way to determine what interactions have influence in the behav-
iour of a drug. However, in some cases it can be distrusting to apply in vitro experi-
ments due to the unrealistic scenarios where sometimes these assays are performed 
(e.g. different oxygen concentrations in human tissues, transformed human cells or 
incomplete cells). 

For these reasons, in the last decade major research efforts were made to predict in 
silico (by computer means) ADME and physicochemical properties. These in silico 
methods, clearly cheaper than in vitro experiments, allow to examine thousands of 
molecules in shorter time and without the necessity of intensive laboratory work. 
Although in silico methods are not pretended to replace high-quality experiments at 
least in the short term, some computer methods have demonstrated to obtain as good 
accuracy as well-established experimental methods [5]. Moreover, one of the most 
important features of this approach is that a candidate drug (or a whole library) can be 
tested before being synthesized. Due to the gains in saved labour time, in silico pre-
dictions considerably help to reduce the large percentage of leads that fail in later 
stages of their development, and to avoid the amount of time and money invested in 
compounds that will not be successful. 

QSAR (Quantitative structure-activity relationships) is a discipline used in 
chemoinformatics that comprises the methods by which chemical structure parame-
ters are quantitatively correlated with a well defined process, such as biological activ-
ity or any other experiment. QSAR has evolved over a period of 30 years from simple 
regression models to different computational intelligence models that are now applied 
to a wide range of problems [6], [7], [8], [9]. 
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1.1   Main objective 

One important difficulty when QSAR is applied comes from the great diversity of 
chemical compounds and therefore it is not so simple to make generalizable-enough 
predictors that could be applied to any chemical. For this reason, it would be desir-
able to conform groups of compounds according to their similarity and so more spe-
cific predictors can be established. One way for achieving this objective is by means 
of clustering data [10], [11]. 

In this paper we analyze important deficiencies of existing methods and propose a 
QSAR approach that makes use of cluster analysis in the training process of a super-
vised machine learning method. Our hypothesis aims to diminish errors and also 
improves model understanding. This paper is organized as follows; section 2 details 
some aspects concerning property prediction and section 3 is particularly devoted to 
the issue of hydrophobicity prediction. The method and some theoretical aspects are 
presented in the fourth section; the results are illustrated in section 5. Finally section 6 
outlines concluding remarks. 

2   About property prediction 

Prediction methods are more valuable when more seriously needed and more diffi-
cult to experimentally determine the property is. One of the most useful properties is 
hydrophobicity/hydrophilicity, since it considerably influences the behaviour of drugs 
in the body. This property corresponds to one of the first and most extensively mod-
elled one. It is traditionally expressed in terms of the logarithm of the octanol-water 
partition coefficient (logP), mainly due to the result of the work of Hansch and Leo 
[6]. The value of logP can be used as rough early ADME screens to reject candidate 
drug developments as early as possible [7]. 

According to this growing interest, many computer models have been developed 
for predicting logP. These methods attempt to find a relationship between the molecu-
lar and structural properties of a compound and their logP value. There are two major 
approaches to encourage this task. Fragement-based methods were pioneered by one 
of the most widely used program CLOGP [6] which contains a database that has 
values for fragments as well as correction factors for fragment interactions. The 
method works breaking molecules into fragments, and logP value is estimated by 
summing up the corresponding fragment values and the correction interaction values. 
Other current prediction software that also works with this atom/fragment contribu-
tion group approach is reviewed in [12]. 

On the other hand, another approach for prediction consists in calculating various 
molecular properties assumed to be important for the value of the desired property. 
Each calculated value expresses a feature of the entire molecule, and they are used to 
construct a function for computing logP. Next section clarifies this topic by introduc-
ing the molecular descriptor concept. 

This latter approach was greatly expanded when it was combined with machine 
learning techniques, especially neural networks (NN). A detailed review of this kind 
of methods can be found in [7], [13]. 
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2.1   Data used for predictions in Chemoinformatics 

Todeschini and Consonni [14] define a molecular descriptor as “the solution to a logi-
cal mathematical procedure that transforms chemical information encoded within a sym-
bolic representation of a molecule into a useful number, or is the result of some standard-
ized experiment to measure a molecular attribute”. Descriptors can be calculated from a 
two- or three-dimensional molecular structure. Two basic categories of descriptors can be 
addressed: whole-molecular and substructure [15], [16]. Substructure descriptors declare 
the presence or absence of a particular group or interactions among groups. Clearly, they 
are preferred when fragment-based methods are utilized. Better understanding of models 
could be achieved with the use of these descriptors because it can be identified which 
group or interaction confer the target activity. Nonetheless, some drawbacks can be 
pointed, e.g. great dimensionality in the molecule representation and substructures that 
are not present in the training set. 

The other type of descriptor corresponds to the property values calculated for cap-
turing characteristics of the chemical compound (see preceding subsection). This kind 
of descriptors intends to be a more general way to understand molecular interactions.  
There are many types or families of whole-molecular descriptors. The simplest fami-
lies are constitutional (1D, one dimension) and topological descriptors (2D), which 
describe the number of atoms, functional group or type and order of chemical bonds. 
Additionally, there are also other descriptors that represent or extract information of 
the 3D structure of the molecules, e.g. geometrical descriptors and a variety of elec-
trostatic and quantum chemical descriptors.  

In addition to the variety of descriptors, the availability of great quantity of chemical 
data is crucial in chemoinformatics. Unfortunately, the accessibility of experimental data 
needed for model development is restricted, since most of this chemical information re-
sides in the private domain. Moreover, it is clear that good quality data is also as impor-
tant as the amount of available information. Jónsdóttir et al. [8] presents an excellent 
review of small molecule databases relevant to overall drug discovery. 

3   Issues in logP Prediction 

The complexity of prediction methods and the vague understanding of the authentic 
relationship between structure and property, lead to some problems, many of them not 
completely solved. As formerly said, prediction methods use molecular descriptors to 
represent the structure of compounds. Many different descriptors and descriptor families 
are employed in logP prediction in the bibliography, for instance: constitutional and func-
tional groups, electrostatic indices, etc. [12], [13]. With the exclusion of a few common 
descriptors, there is no consent agreement of the selection of which descriptors are rele-
vant or influence the hydrophobic behaviour of a compound.  

The number of variables used in a prediction method generally affects its perform-
ance. If a small amount of variables (less than required) is selected in the construction 
process (i.e. training, fitting or optimization) of the model, the result will be a poor 
model. On the other hand, when too many variables are used, overfitting [17] or 
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chance correlations [18] could occur and again the method will not behave as good as 
pretended with new examples. 

Furthermore, generalization is also a problem when using redundant data, since it 
affects the bias of the method toward the over-represented subgroup. Jónsdóttir et al. 
[8] mention that chemoinformatics is ‘still in its infancy’ in this subject, because 
redundancy checks are not carried out during validation as it should. 

Moreover, it would seem that we are still far from the universal logP predictor, i.e. 
a method that would reliably predict logP for any possible chemical [9]. Several pre-
dictor software has failed when being tested with external different data, since the 
available chemical space is extremely large and the company experimental data is not 
publicly released for the construction of models [8]. 

Novel proposals [15], [19] tackle this extrapolation problem with similarity meas-
ures applied to the predicted compounds in order to diminish errors or get a degree of 
the reliability of the computer calculation. These papers are related with ours in the 
sense that it also uses distance measures, not for predicting extrapolation errors but 
for improving interpolation accuracy.  

4   Main Features of the Method 

The idea of this article is to propose a general methodology for the usage of pre-
diction methods specially oriented to be applied in QSAR. The core of this study is 
the general technique for physicochemical prediction model rather than our devel-
oped logP model itself.  

In the previous section we anticipated that our method makes use of similarity 
measures in its prediction process. The main purpose of this approach is to get into 
our training examples and put similar compounds together so that detected differ-
ences and features in training set could be differently trained. As it is later showed, 
this proposal could help to improve the accuracy and achieve more simplicity of the 
constructed models. 

The motivation of this paper is inspired in recent works in chemoinformatics [15], 
[19], [20] and computer science [21], [22]. In refs [15] and [19] better predictions are 
obtained when similarity is taken into account in the selection of the model. Wolpert 
and Gama show how the combination of classifiers in a stacked (or serial) way out-
performs the performance of individually-applied classifiers.  

These different ideas were taken to develop a model where combination of an unsu-
pervised and a supervised machine learning method and where similarity measures were 
used. In this regard, the method uses an unsupervised approach to encourage a separation 
in the chemical space. This division is carried out by means of a clustering algorithm, and 
then within each cluster a classifier (supervised predictor) is applied. 

Our developed model corresponds to an NN technique where we introduced a 
variation in training according to the recently described idea, but this same method 
could be applied to any machine learning prediction method that involves a learning 
process. Moreover, the method is also flexible with any kind of descriptors (whole-
molecular or substructure) and it is not tight to a specified similarity criteria. 
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4.1   Similarity and Cluster Analysis 

A never ending issue in statistics is how similarity can be calculated between two mul-
tivariate elements. A common representation for a set of chemical compounds repre-
sented by a set of n whole-molecular descriptors is by a point in the Rn space. Then, dis-
tance between compounds can be easily measured by applying the Euclidean, or more 
generally, Minkowski distance. Furthermore, many other distances can be applied, e.g. 
Gower, Canberra, Orloci’s chord, standardized Euclidean or Cosine, which make use of 
scaled or standardized variables. In the case of substructure descriptors, any binary dis-
tance measure can be applied, e.g. Dice, Tanimoto or simple matching. 

Cluster analysis aims at assembly groups of elements where intragroup distances 
are minimized and, on the other hand, intergroup distance becomes maximal. It is 
worth mentioning that cluster analysis differs from classification methods in the sense 
that the latter starts with predefined groups and the objective is the assignment of new 
elements to the pre-existent clusters. 

There exist several clustering methods, and the first distinction is between hierarchi-
cal and partition methods. Hierarchical clustering is carried out by successive linkage 
(agglomerative) or separations (divisive). A critical aspect on hierarchical clustering is 
how the linkage is calculated, that is how the distance between a cluster and a single 
compound is considered. Here again, many options are available for linkage like: single, 
complete, average (weighted and not weighted), centred (weighted and not weighted), 
Hotteling, to take examples. Results of hierarchical clustering, either agglomerative or 
divisive, may be shown in a dendrogram where order and distance of linkages (divi-
sions) may be obtained. This dendrogram in combination with a multivariate visualiza-
tion method of the data, is useful to observe the manner of the clustering of data and to 
determine if that decomposition is satisfactory for the analyzer. 

On the other hand, partition methods were conceived to group elements around k-
kernel points, where k was a priori specified. This initialization of kernel points could be 
random or specifically defined. It also uses similarity measures, however it has no need to 
storage a similarity matrix for each pair of vertices, therefore it shows potential for work-
ing with a great amount of data. Nevertheless, it is difficult to find appropriate kernel 
points (randomly or defined) or its number in such great amount of variables of the data 
space. A complete explanation in this area can be found in ref  [23]. 

4.3   Method 

Given a learning set ),( ii yxD r= with Ni ,...,1= , where ],...,[ 1 mi xxx =r is a 
chemical compound described by m descriptors and iy is its target value. Cluster 
analysis is applied to the training set D , so that each compound is assigned to only 
one group, i.e. },...,{ 1 ki ClClx ∈r where k is the resulting number of clusters. Then, 
each iCl is trained by an ensemble of M neural networks (NNE) 

)](),...,([)( 1 iMiii ClNNClNNClNNE = . The k  generated NNEs are models 
that map from the input space X

r
to a vector with M target values. 

At testing, when a new example xr  is presented, a function 
]...1[),...,,(: 1 kClClx k →r

l is applied in order to measure which is the nearest 
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cluster in relation to the new compound according to some pre-established similarity 
measure. Then, )(xNNE r

ϑ is calculated and then averaged by their M components, 
where ϑ  is the index of the nearest cluster of xr , that is ),...,,( 1 kClClxrl=ϑ . 

Fig. 1 shows an outline of this process. As it is shown, our approach introduces 
some variations to the way that training and testing are traditionally carried out in 
chemoinformatics. In the first place, all compounds in the training set are clus-
tered so that they stay together according to the selected similarity. Then, one 
ensemble of NNs is trained only with the data of each conformed cluster, not the 
entire training set. 

 

 
 
Fig 1. Conceptual scheme of learning method 

4.4   Experimentation 

In order to describe our technique, we have developed a model for logP prediction by 
means of a back propagation feed-forward NN. We decided to work with a total set of 
first 4778 compounds (CAS-ordered) from the PHYSPROP database [24], 80% of them 
were used for training and the remainder was left for testing. In this case, we assume 
that k-fold cross validation is not mandatory given the great number of compounds 
included in the datasets. Functional groups descriptors [14] were used in the clustering 
process and constitutional descriptors [14] were used for prediction. All utilized descrip-
tors correspond to the whole-molecular class.  
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For clustering as well as for NN input feeding, a pre-processing was carried out using 
principal components analysis (PCA) and its correlation matrix. PCA allows to reduce the 
number of descriptors, by transforming data into a new dimension space and discarding 
less influential descriptors that can be expressed by linear combination. 

Cluster analysis was applied to the training set and seven groups were obtained. 
The distance used was cosine with a complete linkage. A cut off threshold for cluster-
ing was set up to the distance of 1.8. An ensemble of NNs was trained for each result-
ing cluster, where each ensemble was conformed by 10 NNs. Each cluster was trained 
until its early-stopping point [17]. At testing, the same distance as in clustering was 
used to detect the most similar group. All taken choices in the method, e.g. descrip-
tors, distance metric, distance threshold for clustering, NN architecture and learning 
function, were decided after many trials and comparisons of results. 

5.   Result Analysis 

In this section, results of the aforementioned method are showed in comparison 
with the analogue method but without clustering. Fig. 2 shows the dendrogram ob-
tained by clustering the training set. In figure 3, a 3D graph of first 3 principal com-
ponents with its clustering is showed. 

 

 
Fig. 2.  Dendrogram for training set 

 
Prediction results are showed and reported by its mean absolute error (MAE) and 

mean square error (MSE). Table 1 confirms the results of the comparison and figure 4 
illustrates experimental versus predicted values were distance to the identity line 
shows the absolute error of prediction. It is important to note that although resulting 
errors are not too big, when no cluster was applied it was necessary to train and tune a 
much more complex NN to achieve an almost similar behaviour. 
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Fig. 3. Visualization of 15 compounds of three different clusters in their first three 
principal components. 

Table 1. Comparison of results with an NN-predictor alone and an NN-predictor with cluster 
analysis. Results with clustering are averaged or aggregated from individuals models. (a) Mean 
absolute error (standard deviation in parentheses). (b) Mean square error. (c) Training 
Iterations. (d) Resulting variables of PCA preprocessing. (e) Number of adjustable weights 

 MAE a MSE b Epochs c Variables d Weights e 
NN 0.65 (±0.83) 0.72 3000 27 1275.00 
Cluster + NN 0.61 (±0.66) 0.66 1785 24 371.85 
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(a) NN alone 

 
(b) NN with cluster 

 
Fig. 4: Predicted logP values versus experimental values  
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6. Conclusions 

The combination of the clustering technique with a supervised learning method results 
useful due to the differentiation introduced in the training of each cluster. This differentia-
tion allows getting several simpler models instead of a single complex; permitting a better 
understanding of models which is a highly-desirable feature of QSAR. In addition, train-
ing times are also lower and clustering introduces the possibility of parallel training.  

Any clustering algorithm can be utilized, but it is important in the clustering stage a 
clear distinction among groups to be marked out. The quality and representativeness of 
the results are better when more significant the grouping of the model is. The comparison 
with other established logP methods was not carried out, because this work aims to pro-
pose a general methodology for property prediction rather than a model itself.  

Previous cited works about classifier combination and obtained results encourage the 
exploration of other learning techniques that allow to improve the overall performance of 
our method. In this way, many more molecules are pretended to be taken into account and 
also other descriptors would be studied. Another idea to be considered is the descriptor 
selection by artificial intelligence methods. Finally, it would also be interesting to find a 
clustering of data not guided by geometrical distances, but by pharmacology classes. 
Other important step would be the interpretation of rules associated with the prediction.  
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Abstract. The Rio de Janeiro State presents one of richest neotropical 
biodiversities.  Since  much  of  the  green  covered  area  is  within  city 
limits, it is also one of the most threatened. Biota-RIO is an open access 
database  that  contains  information  on  the  animal  species  originally 
described for the State of Rio de Janeiro. The database is divided in two 
parts:  classic  systematics;  and molecular  systematics.  The Biota-RIO 
will have, at the first release, information of the species of vertebrates 
such as: original description, photo, habitat, environment, endangered 
situation, articles and gene sequences that  are available in GenBank. 
Following versions will include invertebrate species. The database will 
also  present  a  tutorial,  in  which  molecular  biologist  and  classic 
systematics,  willing  to  expand  their  scope,  may  learn  the  basics  of 
modern (molecular) systematics.
Keywords: Database, species, biodiversity, Rio de Janeiro, systematics.

1   Introduction

How may we speed up the information flow without limiting the information 
gathering? Biodiversity issues are bound to be one of the highligths of this dilema at 
this point in our history. This is because world biodiversity declines at a pace much 
faster than we are able to uncover it. In this sense, we live at a turning point, in which 
society is fully aware on biodiversity crisis, but a clear picture on what should be 
done to minimize its effects has not yet emerged.

Databases are powerful  tools, to organize and to manage vast amounts of 
information  that  were  assembled  in  a  (particular)  user  friendly  way  [1].  Thus, 
whenever large amounts of data are available, a database bounds to offer the user the 
best and the fastest information flow without limiting the information gathering [2]. 
The aim of our BIOTA-RIO database is to storage, retrieve and provide free-access to 
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valuable information on the animal biodiversity that were originally described for the 
state of Rio de Janeiro. Due to the large green covered area within city limits, most of 
the biodiversity in Rio is endangered and still largely unknown [3]. 

Many important species of Brazilian biomes, for instance, were described a 
long  time ago,  in  local  circulation  journals.  This  reflects  a  need  for  XX or  XIX 
century papers to complete our bibliography, hardly available even in average size 
libraries.  Naturally,  the  original  data  on  species  description  is  crucial  for  the 
systematist and many times, its absence makes impracticable the systematic of the 
entire group. Apart from this difficulty, many original descriptions were carried out 
by foreign researchers, that deposited holotypes in museums all over the world, not 
leaving a single paratype in  Brazilian collections.  For most  researchers  in  Brazil, 
access to these collections abroad is severely restricted, due to the high transportation 
costs  and  to  the  Brazilian  legislation,  that  hinders  the  interchange  of  biological 
material with foreign countries. 

In this project the proposal is the development of Biota-Rio, a database that 
will go to facilitate to the access the important biological data for the systematic of 
species that had been described for the State of Rio De Janeiro.

2 About the database

Biota  Rio  is  divided  in  two  parts:  classic  systematics  and  molecular 
systematics. The first part of the database provides the following information: 

- The general taxonomic classification of the species, the original description 
of the species, the diagnose, and photos, if available. Also, other important references 
will  also  be  included,  for  example,  if  the  original  description  is  too  short,  an 
additional and a more complete description will also be available in Biota-RIO. 

-  The  current  status  of  the  species,  that  is,  if  it  extinct,  endangered,  or 
threatened. In this case, the list of the IUCN will be used (www.iucn.org). 

-  The place of deposit of holotype and paratypes,  including country,  city, 
museum, and voucher number. 

-  Common  or  local  name  of  the  species.  This  will  facilitate  the 
communication  between  researcher  and  the  local  community,  in  the  case  of  re-
collections. 

- Type locality, including the most detailed description possible, including 
photo and environment description, whenever available.

The  second  part  of  the  database  involves,  molecular  sequences  that  are 
available for the species. In this case, we will gather information from the GenBank 
such as: name of the gene, number of base pairs available, access number, marking of 
the  individual  (clone,  variant,  locality)  when  available,  taxonomic  rank,  original 
article in which sequences were analysed, authors and address, nucleotide and protein 
(when applicable) sequence of the mitochondrial genes available.

An important aspect of the Biota-RIO will be the tutorial. It will provide a 
text  in which molecular  biologists  will  learn the basic aspects of  systematics  and 
classical systematists will learn molecular biology and sequence analysis basics. This 
tutorial will act as bridge in which zoologists and molecular biology will learn the 
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basics  of  modern  molecular  systematics,  encouraging  them  in  participating  and 
collaborating in high scope projects in Brazil and abroad. 

In the sequence analysis tutorial, for instance, the zoologist will be instructed 
in as the choice of a gene is much more important than the choice of the method of 
phylogenetic  reconstruction [4].  Thus,  the user  will  be able to select  a  gene with 
adequate variability for his/her particular phylogenetic problem, providing the first 
steps in the direction of a consistent phylogeny and a work in systematic of good 
level.

In order to retrieve the described biodiversity for the State of Rio de Janeiro, 
we will  search  in  the  Zoological  Record,  published  by  the  Zoological  Society  of 
London and the BIOSIS, since 1864. It is considered the most complete database of 
zoological information, it covers today about 6000 scientific publications in the most 
diverse areas of zoology. 

 

 3   Implementation 

For  the  development  of  the  database  BiotaRIO,  we  use  the  relational 
database MySQL (http://www.mysql.com) version 3.23.46 are used. The database is 
composed of twenty one tables that are responsible for storing all information. For 
system  implementation,  we  will  use  the  programming  language  CGI/PERL.  The 
entire access system and information gathering in Biota Rio is focused on its web site 
(Fig. 1).

   Fig1: Web site of Biota-Rio(www.biota-rio.lncc.br).
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Abstract. In this work, a novel approach for descriptor selection aimed to 
physicochemical property prediction is presented. The capacity of determining 
the most significant set of descriptors is of great importance due to their contri-
bution for improving ADMET prediction models. The proposed methodology 
combines a genetic algorithm with decision trees. Experimental analysis was 
carried out for predicting the octanol-water partition coefficient (logP) using 
neural networks as prediction method. The performance results showed the 
good potential of this technique. 

1   Introduction 

The development of drugs is a very complex task since it is difficult to know the rules 
that govern ADMET (Absorption, Distribution, Metabolism, Excretion and Toxicity) 
behavior in the human body. ADMET properties are related to the way that a drug 
interacts with a large number of macromolecules and they correspond to the principal 
cause of failure in drug development [1].  

In this regard, the emerging of in silico methods (by computer means) was very help-
ful given that they allowed to examine thousands of molecules in shorter time and with-
out the necessity of intensive laboratory work. Although in silico methods are not pre-
tended to replace high-quality (in vivo or in vitro) experiments at least in the short term, 
they have some advantages: e.g., reduce the percentage of leads that fail in later stages of 
their process, rule out a lead before its synthesis, diminish the time and money invested in 
compounds that will not be successful, etc. Furthermore, some computer methods have 
demonstrated to obtain as good accuracy as well-established experimental methods [1]. 
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Quantitative structure-activity relationships (QSAR) and quantitative structure-
property relationships (QSPR) are disciplines used in chemoinformatics that comprise 
the methods by which chemical structure parameters are quantitatively correlated 
with a well defined process or experiment. In this context, hydrophobicity is one of 
the most extensively modeled physicochemical property since the difficulty of ex-
perimentally determine its value, and also because it is directly related with ADMET 
properties. This property is traditionally expressed in terms of the logarithm of the 
octanol-water partition coefficient (logP). QSAR have evolved over a period of 30 
years from simple regression models to diverse computational intelligence models 
that are now applied to a wide range of problems [2]. Nevertheless, the accuracy of 
the ADMET property estimations remain as a challenging problem [3]. 

One common way of expressing the structural composition of a molecule in a QSAR 
method is by way of the calculus of whole-molecular descriptors. Each descriptor de-
fines a feature of the entire molecule, and its value could be obtained by experimental 
measures or numerical methods. According to the nature of descriptors, they are organ-
ized by families [4]. One major dilemma when logP is intended to be modeled by QSAR 
is that, with the exclusion of a few common descriptors, there is no general agreement of 
which descriptors are relevant or influence the hydrophobic behavior of a compound. 
This is an important fact, because overfitting and chance correlation could occur as a 
result of using more descriptors than necessary [5]. If less or different than influential 
descriptors are used, poor models come as a result. In this way, this work presents a 
novel systematized method for inferring most influential descriptors for any physico-
chemical property.   

2   Genetic Algorithm for Descriptor Selection 

In order to make the selection of most influential descriptors we implemented a ge-
netic algorithm denominated DS-GA. The main objective of DS-GA is to find a de-
scriptor selection that results suitable to describe logP behavior.  

Binary strings are used to represent the individuals, each string of length M stand-
ing for a feasible descriptors selection, where M  is the number of considered de-
scriptors. A nonzero value in ith bit position means that the ith descriptor is selected 
(Fig. 1). For this work, we have constrained to a model where only p bits could be set 
active for each individual at the same time. In other words, the purpose of the DS-GA 
is to find the p most relevant descriptors. 

A one-point crossover is used for the recombination. Non feasible individual could 
take place after crossover, because the number of nonzero bits may be different than .p  
This problem is solved by randomly setting or resetting bit locations as needed, to be up 
to p active bits. Since the crossover scheme inherently incorporates bit-flip mutation, 
we abstained to use a scheme of additional mutation. In the same way, the initial popula-
tion is randomly generated imposing the same restriction of exactly p descriptors for 
each individual. Selection method of the DS-GA is tournament. 

Fitness function is implemented making use of decision trees for evaluating predic-
tive capacity of individual. In this work, decision trees are used as regression methods 
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over a fixed training set where only the descriptors indicated by the individual are 
used to regress against logP. Final fitness value is not regression error but prediction 
error over an independent fixed test set. 

3   Experimentation 

For this paper, we look for a set of ten descriptors in order to minimize the prediction 
error when they are used as input of a predictor method. In other words, we propose 
to find the ten most influential descriptors for logP from a given descriptor family. 

In order to measure the performance of the aforementioned proposal, we used the out-
put of the DS-GA as input for a neural network (NN) ensemble. This NN was specially 
designed for logP prediction. Our goal is to establish whether using the descriptor set 
obtained by DS-GA involves a significant improvement in the prediction accuracy in 
relation to other selection criteria. We decided to work with a total set of first 1200 com-
pounds (CAS-ordered) from the PHYSPROP database [6], 50% of them were used for 
training, 16% for validation (Set 1) and the remainder was left for testing (Sets 2 and 3).   

For the DS-GA runs we use typical parameter values: population size=45; cross-
over probability=0.8; tournament size=3. A phenotypic stopping criterion is used; the 
DS-GA stops when highest fitness of the population does not improve during ten 
generations. With respect to the NN ensemble, each ensemble consists of five NNs, 
and each one has a three-level architecture with five hidden nodes. 

Table 1. Mean absolute errors (MAE) for logP prediction, using three different selection 
methods: DS-GA, random initialization and considering all constitutional descriptors [4]. 
Average result corresponds to the arithmetic mean of 15 different selections using the same 
method. Best result corresponds to the selection with best prediction capacity from the 15 
different selections of the method. 

Comparison # Descriptors Set 1 Set 2 Set 3
Average DS-GA 10 1.4193 1.3687 1.0751
Average Random 10 1.5166 1.4318 1.1571

Abs. Difference - 0.0973 0.0631 0.082
LSD p-value - 0.0208 0.0005 0.0004 

Best DS-GA 10 1.2885 1.2221 1.0408
Best Random 10 1.3617 1.2860 1.0788

Abs. Difference - 0.0732 0.0639 0.038
LSD p-value - 0.0034 0.0019 0.0781 

Best DS-GA 10 1.2885 1.2221 1.0408
All Constitutional 47 1.4431 1.3037 1.0415

Abs. Difference - 0.1546 0.0816 0.0007
LSD p-value - 0.0003 0.0024 0.9877

Table 1 shows that most differences in prediction errors of the established com-
parisons are significant at least to the 95% confidence level. Best DS-GA outperforms 
the Random and the all constitutional selection. Some DS-GA selections are not so 
good as expected but on average DS-GA performs quite well. 
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4   Conclusions and Future Work 

The present work proposes a novel and systematized methodology for improving the 
understanding of structure-property relationships. This approach allows to detect 
which descriptors are the most influential to the molecule hydrophobicity. It is clear 
that our proposal is not restricted to logP, because this method could also be applied 
to any physicochemical property. In addition, to know which are the descriptors that 
best encodes a specific property leads to the reduction of the prediction errors, inde-
pendently of the type of applied method. 

The combination of several machine learning methods often outperforms the capacity 
of single individually-applied classifiers [7]. One of the key contributions of our proposal 
is the use of decision trees in the fitness function. This feature allows a fast evaluation of 
whether the descriptors possessed by an individual are able to obtain good prediction 
capacity. Neural networks could also be used as a nonlinear predictor for the fitness func-
tion, as in the GA proposed by So et al. [8] for estimating drug activity, however, deci-
sion trees were preferred in our paper due to time performance. 

As future work, it would be interesting to experiment this proposal with other descriptor 
families. Moreover, DS-GA could also detect the most adequate number of descriptors to be 
taken into account for a predictor method, instead of fixing to a specific number. At this 
moment, we are also considering to use other AI methods as feature selection technique. 
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Biologia Molecular

Abstract. The phylogenetics analysis that uses numerical taxonomy
has a distance matrix, with the distances between the taxons. One of the
numerical taxonomy techniques is the least squares. The least squares
phylogenetics technique has an objective function that represents the
inferred tree quality. This paper proposes a distribution of the method
defined by Felsenstein, called: an alternating least squares method ap-
proach to inferring phylogenies from pairwise distances. This distribution
aim the reduction of the execution time. The method proposed by Felsen-
stein has a execution time delayed when the set of taxons is very big.
The proposal distributes the generated trees in the work processes and
eliminates low quality trees. With this distribution, it is obtained a gain
in the 50% in the execution time for a set containing 80 taxons, however,
resulting a little reduction in the quality of the inferred trees.

1 Introduction

Molecular phylogenetics is the study of the evolutionary relations between dif-
ferent taxons, being they, the DNA, RNA, or proteic sequences. One technique
used in molecular phylogenetics is the numerical taxonomy, where a distance
matrix with the distances between the taxons is used. The techniques of the
molecular phylogenetic inference employing numeric taxonomy are diverse: [2–
5]. One of them, the least squares technique [4], has an objective function that
represents the inferred tree quality. This function, shown in the equation 1, cal-
culates the difference between the tree taxons distances and the input matrix
taxons distances.

Q =
n∑

i=1

n∑

j=1

wij(Dij − dij)2 (1)

To compute the tree branch lengths, Cavalli-Sforza[4] and Felsenstein[6] de-
scribes a method that uses a set of linear equations, but Felsenstein[1] says that
this method needs a tree with a specific topology and the resolution of the linear
equations can be a complicated and an expensive task.
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Felsenstein [1] shows an alternative least squares method. This method infers
the tree by steps, each one adding a new taxon in the tree, searching among all
possibles positions and choosing one that has the lower least squares. After choos-
ing the best position and calculating the branch lengths, some optimizations are
executed to decrease the tree least squares. A new set of trees is generated using
the optimized tree of the previous step, and again it is chosen the tree with
the lower least squares to perform the optimization. The iterations are repeated
until all taxons of the input matrix are in the tree.

Analyzing this method, it is clear that it works like a search algorithm [7].
Where a data set is initially generated and is after a search among this set is
performed to find the best data. In the case of the least squares method, the
data set is all possible trees and the best data is the tree with the lower least
square. The Figure 1 shows that at each algorithm step, a set of trees is created
and the tree with lower last square is chosen. This selected tree is therefore used
as the starting point for the trees created at the next step.
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Fig. 1. Searching for the tree with lower least squares.

This algorithm can be distributed among several processes, where each pro-
cess would be responsible for a tree set. Each process add new taxon in each
tree of its set and in this way, creates new trees. Also, each process analysis its
generated trees and eliminates those that has the worse least squares.

2 The Proposed Algorithm

The proposed algorithm is divided into two kinds of process: the scheduler and
the workers. The scheduler creates the initial trees set and assigns a disjoint sub-

________________________
BSB 2007 Poster Proceedings

67



set of the set for each worker process. For this assignment, the scheduler creates
all possible taxons triples and calculates the distances between the taxons that
form it. Hence the scheduler gets the triples that has the lowers total distances
and allocates a set of them for the workers. The size of the allocate is an user
parameter.

For each algorithm iteration, the worker processes generate a new tree for
each position of each tree where it is possible to insert a new taxon. After the
generation of each tree, the worker calculates its least squares. When all the new
trees was generated and its least squares calculated, the worker calculates the
average x̄ and standard deviation σ of these least squares values. Each worker
processes use these values to eliminate trees that have least square greater than
the threshold defined as “ı.x̄ + .σ”, where ı and  values are users parameters.
This way, at each iteration a tree set is generated by each worker process and
some trees are eliminated. The reason for this elimination is that the successors
of these trees unlikely will obtain the better final least squares.

After the new trees have been generated and the worst trees of each process
removed, the worker processes sends to the scheduler a descriptor containing the
trees identification and theirs least-squares. Hence, the scheduler calculates the
average and standard deviation of all remained trees and sends a message to the
process that created the tree informing that the tree has not a good least squares
value accordingly to all trees and must be removed. The elimination process is
done thus in two stages to not allow the exaggerated grow of the number of the
trees and to avoid the exponential growth in the number of trees. These trees
will be the base for the creation of new trees in the following iteration.

3 Implementation and Results

The implemented software, called dleastsquares4, was written in C language
and for inter-process communication, the MPI standard with its implementation
LAM [8] was used. To test the implementation performance, eight distances
matrix with hypothetical distances was created. Dleastsquares and kitch, from
PHYLIP [9] package, were evaluated and their executions times measured. The
kitch software was executed at an Intel Pentium 4 3Ghz with 1 Gigabyte and the
dleastsquares at a cluster containing five of these computers. The dleastsquares
was executed with the following options: 4 initial triples by process and the
minimum of 20 and maximum of 40 taxon by iteration.

The dleastsquares and the kitch was executed 8 times and the matrix sizes
varies from 10 taxons to 80 taxons. It is shown in figure 3 the execution time.
Note that for a matrix with less than 50 taxons, the kitch performance is better.
Otherwise, with matrices with more than 50 taxons, the dleastquares perfor-
mance outperforms the kitch. With a matrix with 80 taxons, the dleastsquares
shows a time gaim of 50%.

This distribution approach obtained a gain of 50% for a matrix with 80
taxons. However, a reduction in the quality of the inferred trees was produced
4 this software is freely avaliable in http://sourceforge.net/projects/distphylo
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Fig. 2. Searching for the tree with lower least-squares.

because it is not done an exhausting search in all possible trees and all possible
optimizations.

By this algorithm, it is possible to infer phylogenetic trees specifying param-
eters, like the analysed trees quantity at each iteration and the threshold for the
tree elimination. Even not returning the best tree, the topology of the infered
tree shows similarity with trees infered by others software.
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Summary 
WRKY family proteins are transcription factors involved in the regulation of development 
and plant defense response pathways. The Arabidopsis thaliana WRKY superfamily is made 
of 75 members. Common to these proteins is a DNA-binding region of approximately 60 
amino acids in length which comprises the absolutely conserved sequence motif WRKY 
adjacent to a novel zinc-finger motif. A comparative phylogenetic analysis of the WRKY gene 
family in coffee and A. thaliana was conducted to assess the diversity of this family in coffee 
and to identify homologous coffee genes with putative function in defense responses to 
pathogens. Bioinformatic analysis of around 200 000 coffee Expressed Sequence Tags (ESTs) 
identified 313 ESTs with BLAST homologies to WRKY proteins. Almost 30 different 
putative WRKY genes were obtained, but only 25 unigenes encoding a protein with a WRKY 
domain were identified. Alignement of the WRKY domain sequences of the 25 coffee 
unigenes together with those of  72 A. thaliana WRKY genes showed a high conservation of 
the WRKY motif and the zinc-finger motif in the coffee WRKY domain. The 25 coffee 
WRKY members were distributed among the 3 main A. thaliana WRKY subgroups, with 
group I members displaying two WRKY domains, as expected. Conservation of the intron 
position within the WRKY domain sequence was evidenced when cloning the genomic 
sequence of one WRKY coffee gene (CaWRKY1). Clustering of the coffee WRKY genes based 
on the EST distribution in cDNA libraries made from tissues under several physiological 
conditions allowed to identify genes associated with development or with plant defense 
responses. To assess the involvement of WRKY genes in the coffee defense response 
pathways, gene expression patterns are being tested in coffee plants under several defense-
related conditions. 

Introduction 
WRKY proteins are plant transcription factors encoded by a multigene family comprising 
over 74 genes in Arabidopsis thaliana (Eulgem et al., 2000 ; Dong et al., 2003) and more than 
80 in rice (Oriza sativa) (Xie et al., 2005). WRKY proteins are characterized by the presence 
of one or two DNA - binding domains which comprise the conserved WRKYGQK core motif 
(Eulgem et al., 2000). Transcriptional regulation of a number of genes involved in several 
physiological processes may be driven by WRKY transcription factors (Eulgem et al., 1999 ; 
Ülker and Somssich, 2004). So far, recent studies have shown that WRKY proteins probably 
have regulatory functions in seed development, sugar signalisation and plant defence 
responses to pathogens (for review Ülker and Somssich, 2004). Indeed, pathogen infection, 
wounding or treatment with salicylic acid (SA) have been shown to induce rapid expression 
of several WRKY genes from a number of plants (Dong et al., 2003 ; Ryu et al., 2006). In 
coffee (Coffea arabica), the CaWRKY1 gene displayed altered expression patterns in response 
to biotic and abiotic treatments (Fernandez et al., 2004 ; Ganesh et al., 2006). Identification of 
regulatory genes involved in several physiological mechanisms such as disease resistance or 
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seed development would offer new tools for improving coffee (C. arabica) varieties for 
important agronomic traits. The aim of this study was to identify WRKY genes in the coffee 
genome by data mining large sets of Expressed Sequence Tags (ESTs) and to predict their 
involvement in different physiological processes based on their expression patterns. 

Results  
Identification of coffee WRKY genes 
Coffee WRKY genes were retrieved from ESTs databases by keyword searches of annotated 
unigenes as well as by multiple BLAST searches using the WRKY domain sequence. The 
databases searched included (i) the Brazilian Coffee Genome Project ESTs database 
(http://www.lge.ibi.unicamp.br) which comprises more than 30 000 unigenes isolated from 27 
cDNA libraries made from coffee (mostly C. arabica) tissues under several physiological 
conditions (Vieira et al., 2006), (ii) the C. canephora ESTs database developed from 5 cDNA 
libraries made from coffee leaves and seeds at a range of developmental stages 
(http://www.sgn.cornell.edu) and comprising more than 13 000 unigenes (Lin et al., 2005) 
and (iii) the IRD C. arabica EST database made of 1900 unigenes from defence-specific 
subtractive cDNA libraries (Fernandez et al., 2004 ; Lecouls et al., 2006).  
 
Table 1. List of coffee unigenes encoding a putative WRKY transcription factor.  

 
We identified 313 ESTs with BLAST homologies to WRKY proteins. Search for the specific 
DNA-binding protein domain (WRKYGQK sequence followed by a C2H2- or C2HC-type of 
zinc finger motif) (Eulgem et al., 2000) was manually performed on the coffee unigene 

Coffee clone Origin AtWRKY 
best BlastX 

A. thaliana 
group Expression group

CaWRKY-C5 C. arabica 33 I C
CaWRKY-FR2-5E8 C. arabica 33 I A
CcWRKY-126831 C. canephora 33 I pericarp
CaWRKY-C10 C. arabica 33 I A
CaWRKY-23-A03 C. arabica 44 I rust-induced
CcWRKY-119460 C. canephora 40 IIa early-stage cherry
CaWRKY-C14 C. arabica 40 IIa C
CcWRKY-130063 C. arabica 40 IIa early-stage cherry
CaWRKY-C23 C. arabica 40 IIa A
CaWRKY1 C. arabica 6 IIb rust-induced
CaWRKY-C2 C. arabica 31 IIb C
CaWRKY-C4 C. arabica 57 IIc B
CaWRKY-C18 C. arabica 75 IIc C
CaWRKY-C22 C. arabica 21 IId C
CaWRKY-FR2-82A10 C. arabica 74 IId A
CcWRKY-130733 C. canephora 21 IId early-stage cherry
CcWRKY-125957 C. canephora 15 IId pericarp
CaWRKY-C25 C. arabica 7 IId C
CaWRKY-CB1-73G5 C. arabica 11 IId B
CaWRKY-C24 C. arabica 27 IIe A
CaWRKY-EA1-7B7 C. arabica 14 IIe A
CcWRKY-125811 C. canephora 69 IIe leaf
CaWRKY-C12 C. arabica 53 III A
CaWRKY-C13 C. arabica 53 III A
CaWRKY-C21 C. arabica 70 III B
CaWRKY-C28 C. arabica 54 III B
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sequences. Almost 30 different putative WRKY genes were obtained, but only 25 unigenes 
encoding a protein with one or two WRKY domains were identified (Table 1). The remaining 
unigene sequences either did not cover the WRKY domain or ended within the domain, thus 
impairing further analyses.  
Classification of WRKY genes on the basis of the WRKY domain sequences 
BLAST homology to A. thaliana WRKY sequences were searched in GenBank database. The 
C-terminal WRKY domain sequences (68 amino acid residues) of 72 A. thaliana WRKY genes 
and the 25 coffee unigenes were aligned and a phylogenetic tree was constructed using the 
Lasergene software package (DNAStar, Inc., USA). Coffee genes were classified into the 3 
main A. thaliana WRKY genes groups (Eulgem et al., 2000) (Fig.1 and Table 1). A high 
conservation of the WRKY motif and the zinc-finger motif was observed between the two 
plants. Group 3 WRKY coffee genes had a C2HC-type zinc-finger motif (C-(X)7-C-(X)23-H-
X-C) whereas all other coffee WRKY genes had a C2H2-type (C-(X)n-C-(X)p-H-X-H). 
 

 
Fig.1. Dendrogram showing phylogenetic relationships between coffee and A. thaliana 
WRKY domains. Numbers on the right are the phylogenetic groups assigned to A. thaliana 
WRKY proteins (Eulgem et al., 2000). 
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Alignement of the CaWRKY1 genomic and cDNA sequences (Petitot et al., 2006) showed the 
presence of an intron within the WRKY domain. The intron position (after the first Q residue 
of the zinc-finger domain) was highly conserved with that of A. thaliana WRKY genes 
(Eulgem et al., 2000). 
Hierarchical classification of ESTs into expression groups 
To identify coffee WRKY genes putatively associated with important physiological 
mechanisms such as development or plant defense responses, we analyzed the distribution of 
17 C. arabica WRKY unigenes into the 27 cDNA libraries of the Brazilian coffee genes 
database. The presence/absence of WRKY ESTs in each cDNA library was recorded as a 
(0;1) matrix and used to construct a distance matrix (Simple-matching index) and a 
dendrogram with the UPGMA algorithm (Sneath and Sokal, 1973) contained in the software 
package TREECON, version 1.3b (Van de Peer and De Wachter, 1994). Coffee unigenes 
could be separated into 3 main groups based on their library distribution (Fig. 2). The first 
cluster (expression group A) grouped unigenes only present in cDNA libraries involved in 
plant development (different fruit stages, embryogenic calli and lines), the second cluster 
(expression group B) contained ESTs from a cDNA library made from acibenzolar-S-methyl 
and brassinosteroide-induced tissues. The remaining unigenes (expression group C) were each 
largely distributed over 4-10 cDNA libraries and could not be assigned to a particular 
physiological trait. Future work will aim at identifying coffee WRKY genes involvement in 
agronomically important traits. 

Fig. 2. Dendrogram showing relationships among C. arabica WRKY unigenes based on their 
expression data. 
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Abstract. Genome Rearrangements research appeared in the last years
to deal with problems such as, for instance, to find the minimum number
of rearrangement events needed to transform one genome into another.
In this work we present the first known polynomial-sized Integer Lin-
ear Programming (ILP) models for rearrangement distance problems.
Specifically, we present ILP models for distance problems where events
are restricted to reversals, or to transpositions or when both these events
are allowed.

1 Introduction

Sequence comparison is one of the most studied problems in Computer Science.
Usually we are interested in finding the minimum number of local operations,
such as insertions, deletions, and substitutions that transform a given sequence
into another given sequence. This is the edit distance problem, described in many
Computational Biology textbooks [19]. However, several studies have shown that
global operations such as reversals and transpositions (also called rearrangement
events) are more appropriate when we wish to compare the genomes of two
species [18].

A new research area called Genome Rearrangements appeared in the last
years to deal with problems such as, for instance, to find the minimum number
of rearrangement events needed to transform one genome into another. In the
context of Genome Rearrangements, a genome is represented by an n-tuple of
genes (or gene clusters). When there are no repeated genes, this n-tuple is a
permutation. We proceed with a brief overview of the literature related to the
present work.

The best studied rearrangement event is the reversal. A reversal inverts a
block of any size in a genome. Caprara [5] proved that finding the minimum
number of reversals needed to transform one genome into another is an NP -
hard problem. Bafna and Pevzner [2] have presented a simple algorithm with
approximation factor 2 for this problem. In 2002, Berman, Hannenhalli and
Karpinski [4] gave the best known algorithm for the problem, with factor 11

8 .
Hannenhalli and Pevzner [11] have studied the reversal distance problem

when the orientation of genes is known. In this case they proved that there
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is a polynomial algorithm for the problem. This algorithm has been refined
successively until 2004, when Tannier and Sagot [20] proposed a sub-quadratic
algorithm. When just the distance is needed, a faster, linear algorithm due to
Bader, Moret, and Yan [1] can be used. Meidanis, Walter e Dias [14] have shown
that all the reversal theory developed for linear genomes can be easily adapted
to circular genomes.

The rearrangement event called transposition has the property of exchang-
ing two adjacent blocks of any size in a genome. The transposition distance
problem, that is, the problem of finding the minimum number of transposi-
tions necessary to transform one genome into another, has been studied by
Bafna and Pevzner [3], who presented the first approximation algorithm for
the problem, with factor 3

2 . Recently, Elias and Hartman [9] proposed a new
11
8 −approximation algorithm.

Transposition distance problem is still open: we do not know any NP -hard-
ness proof, and there are no evidences that an exact polynomial algorithm exists.

Walter, Dias and Meidanis [15, 21] and Lin and Xue [13] studied the problem
of finding the minimum number of transpositions and reversals necessary to
transform one genome into another.

Greenberg, Hart and Lancia [10] and Meneses, Oliveira and Pardalos [16]
gave an overview of Integer Linear Programming (ILP) models employed for
solving problems in genomics and proteomics. Caprara, Lancia and Ng [6, 7]
developed practical solutions for the reversal distance problem. They present an
approach based on the use of Linear Programming (LP). In particular, they deal
with LP relaxation of an ILP model with an exponential number of variables
and constraints, using a branch-and-price column generation scheme.

To the best of our knowledge, this work proposes the first polynomial-sized
ILP models for rearrangement distance problems. Specifically, we derive compact
formulations for distance problems using reversals only, transpositions only and,
finally, both events.

The paper is divided as follows. Section 2 provides the important concepts
and definitions used throughout text. Section 3 presents the ILP models and
Section 4 discusses some computational tests. Finally, Section 5 exhibits our
conclusions and suggestions for future work.

2 Definitions

We now introduce a number of basic concepts used in Genome Rearrangements.
Notice, however, that some definitions, for instance that of transposition and
reversal, are different from the definition used in other areas. We start with
some definitions which apply to rearrangement problems in general.

Definition 1. An arbitrary genome formed by n genes will be represented as a
permutation π = [π[1] π[2] . . . π[n]] where each element of π represents a gene.
The identity genome ιn is defined as ιn = [1 2 . . . n].
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Definition 2. A transposition ρ(x, y, z), where 1 ≤ x < y < z ≤ n + 1, is a
rearrangement event that transforms π into the genome ρπ = [π[1] . . . π[x − 1]
π[y] . . . π[z − 1] π[x] . . . π[y − 1] π[z] . . . π[n]].

Definition 3. A reversal ρ(x, y), where 1 ≤ x < y ≤ n, is a rearrangement
event that transforms π into the genome ρπ = [π[1] . . . π[x− 1] π[y] π[y − 1] . . .
π[x + 1] π[x] π[y + 1] . . . π[n]].

Definition 4. Given two genomes π and σ we define the transposition distance
dt(π, σ) between these two genomes as being the least number of transpositions
needed to transform π into σ, that is, the smallest r such that there are transpo-
sitions ρ1, ρ2, . . . ρr with ρr . . . ρ2ρ1π = σ. We call sorting distance by transpo-
sitions, dt(π), the transposition distance between the genomes π and ιn, that is,
dt(π) = dt(π, ιn).

Definition 5. Given two genomes π and σ we define the reversal distance be-
tween these two genomes, dr(π, σ), as being the least number of reversals needed
to transform π into σ, that is, the smallest r such that there are reversal ρ1, ρ2,
. . . ρr with ρr . . . ρ2ρ1π = σ. We call sorting distance by reversals, dr(π), the
reversal distance between genomes π and ιn, that is, dr(π) = dr(π, ιn).

Definition 6. Given two genomes π and σ we define the reversal and transpo-
sition distance drt(π, σ) between these two genomes as being the least number of
reversals or transpositions needed to transform π into σ, that is, the smallest r
such that there are reversal or transpositions ρ1, ρ2, . . . ρr with ρr . . . ρ2ρ1π = σ.
We call sorting distance by reversals and transpositions, drt(π), the reversal and
transposition distance between genomes π and ιn, that is, drt(π) = drt(π, ιn).

Definitions for the transposition distance problem. We now focus on the trans-
position case where we usually extend permutation π by adding π0 = 0 and
πn+1 = n + 1. This extended permutation will still be denoted by π.

A transposition breakpoint of a permutation π is a pair x = (πi, πi+1) such
that x is not of the form (σj , σj+1) for some j such that 0 ≤ j ≤ n. Therefore, to
reach σ from π, we must have at least one operation “separating” πi and πi+1.
Breakpoints are indicated by a bullet between πi and πi+1 (see Figure 1). We
denote by bt(π, σ) the number of transposition breakpoints of π with respect to
σ. Breakpoints divide a permutation into strips.

0 • 5 • 1 2 • 4 • 6 7 • 3 • 9 • 8 • 10

Fig. 1. Strips and breakpoints of a permutation π = (0 5 1 2 4 6 7 3 9 8 10) with
respect to σ = (0 1 2 3 4 5 6 7 8 9 10). Strips are the sequences between two
consecutive breakpoints. In this case, bt(π, σ) = 8.
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Lemma 21 For any distinct permutations π and σ, 3 ≤ bt(π, σ) ≤ n + 1.

Lemma 22 For any permutations π and σ and any transposition ρ we have that
∆bt(ρ, π, σ) = bt(ρπ, σ) − bt(π, σ) and ∆bt(ρ, π, σ) ∈ {−3,−2,−1, 0, 1, 2, 3}.

Theorem 21 For any permutations π and σ, bt(π,σ)
3 ≤ d(π, σ) ≤ bt(π, σ).

Theorem 22 (Christie [8]) For any permutations π and σ there is a series of
transpositions ρ1, ρ2, . . . , ρdt(π,σ) such that ρdt(π,σ) . . . ρ2ρ1π = σ, which satisfies
∆bt(ρk, ρk−1 . . . ρ1π, σ) ≥ 0, for all k ∈ [1..dt(π, σ)].

A powerful tool for studying the transposition distance is the cycle graph
(also called reality and desire diagram) of two permutations. Suppose we want
to compute dt(π, σ). We construct this diagram writing the origin permutation
π in the following way. Replace each integer i by a pair of points −i and +i,
in this order, and add two extra points, one called +0 at the beginning of the
sequence, and one called −(n+1) at the end of the sequence. Now draw oriented
black (reality) edges from −π1 to +0, from −πi+1 to +πi, and from −(n + 1) to
+πn. Finally, draw oriented gray (desire) edges from +0 to −σ1, from +σi to
−σi+1, and from +σn to −(n + 1).

The cycle graph has exactly n + 1 black edges and the same number of gray
edges. Figure 2 shows the cycle graph corresponding to a pair of permutations.

0 4 2 6 1 5 3 7+ + + + + + +− − − − −− −

Fig. 2. Cycle graph for two permutations, π = [4 2 6 1 5 3] and σ = [1 2 3 4 5 6], as
showed. In this figure, black edges are represented by horizontal lines and gray edges
by arcs.

The cycle graph is composed of a number of cycles, with each cycle alternating
between black and gray edges. The size of a cycle is the number of black edges
in it (which is the same as the number of gray edges in it). Denote by codd(π, σ)
the number of cycles of odd size in the cycle graph of π and σ. In figure 2, we
have codd(π, σ) = 1.

Lemma 23 For any distinct permutations π and σ, 1 ≤ codd(π, σ) ≤ n + 1.

Lemma 24 For any permutations π and σ and any transposition ρ we have that
∆codd(ρ, π, σ) = codd(ρπ, σ) − codd(π, σ) and ∆codd ∈ {−2, 0, 2}.

Theorem 23 (Bafna and Pevzner [3]) For any permutations π and σ we have:

(n + 1) − codd(π, σ)

2
≤ d(π, σ) ≤ 3

(n + 1) − codd(π, σ)

4
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3 ILP models for genome rearrangement problems

In this section we present mathematical formulations for the problems of rear-
rangement distances related to the events of transposition, reversal and also to
the variant where both operations are allowed.

Common variables and constraints. We start by introducing the variables and
constraints that are common to all distance models and whose role is to ensure
that we only deal with valid permutations.

Generating valid permutations at each step. The binary variable Bijk indicates
if the i-th position of π, after the k-th operation has been completed has value
j, for all 1 ≤ i, j ≤ n and all 0 ≤ k < n, that is:

Bijk =

{

1, if π[i] = j after the k-th operation
0, otherwise

Given these variables, the following constraints guarantee that the initial and
final permutations are correct:

Bi,π[i],0 = 1, for all 1 ≤ i ≤ n (1)

Bi,σ[i],n−1 = 1, for all 1 ≤ i ≤ n (2)

It is easy to see that constraints (1) are satisfied if π represents the initial
permutation. On the other hand, constraints (2) are fulfilled only if, after all
operations have been done, the elements in the final permutation π match those
in the target permutation σ.

As for the intermediate permutations, constraints (3) establish that any po-
sition of a permutation has exactly one value associated to it while constraints
(4) enforce that every value is assigned to one position of each permutation.

n
∑

j=1

Bijk = 1, for all 1 ≤ i ≤ n, 0 ≤ k < n (3)

n
∑

i=1

Bijk = 1, for all 1 ≤ j ≤ n, 0 ≤ k < n (4)

Transposition distance. We now focus on the transposition operator. For all
1 ≤ a < b < c ≤ n + 1 and all 1 ≤ k < n, the binary variable tabck indicates
whether the t-th transposition switches the places of blocks π[a . . . b − 1] and
π[b . . . c − 1] of π. So,

tabck =

{

1, if ρk = ρ(a, b, c)
0, otherwise

Now, for all 1 ≤ k < n, the binary variable tk is used to decide if the k-th
transposition operation has modified the permutation, that is:

tk =

{

1, if ρk = ρ(x, y, z) and ρkρk−1 . . . ρ1π 6= ρk−1 . . . ρ1π
0, otherwise
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Besides the constraints given above, the next two sets of constraints are
necessary to identify the transpositions actually chosen to be part of the solution:

tk ≤ tk−1, for all 1 ≤ k < n (5)
n−1
∑

a=1

n
∑

b=a+1

n+1
∑

c=b+1

tabck ≤ tk, for all 1 ≤ k < n (6)

Constraints (5) ensure that if a transposition does not modify the permuta-
tion, the subsequent ones cannot modify it either. As for constraints (6), they
impose that at most one transposition is done at each step.

�����������
�����������
�����������

�����������
�����������
�����������

��������
��������
��������
��������
��������

��������
��������
��������
��������
��������

a a+c−b c
π(a,b,c)ρ

��������
��������
��������
��������
��������

��������
��������
��������
��������
��������

�����������
�����������
�����������

�����������
�����������
�����������

π
ba c

Fig. 3. Transposition ρ(a, b, c) applied to a permutation π. The blocks π[a, b − 1] and
π[b, c − 1] switch their positions.

Next, we discuss the constraints that reflect the modifications in the permu-
tation caused by the transposition executed at each step. The analysis of the
meaning of these inequalities is divided into three cases. To this end, we inspect
each position i of the permutation to verify its value after the transposition
ρ(a, b, c) has been completed.

1. i < a or i ≥ c: the values in these positions remain unchanged.

n−1
∑

a=i+1

n
∑

b=a+1

n+1
∑

c=b+1

tabck +
n−1
∑

a=1

n
∑

b=a+1

i
∑

c=b+1

tabck +

+(1 − tk) + Bi,j,k−1 − Bijk ≤ 1, (7)

for all 1 ≤ i, j ≤ n, and all 1 ≤ k < n

Notice that the constraints (6) force the summation of the three first terms
in (7) to be less or equal than one. If the sum is null, this means that the k-th
transposition caused some modification in the permutation (tk = 1) and will
alter the value of position i. In this case, the inequality is trivially seen to be
true for whatever the values assigned to position i before and after the k-th
transposition. On the contrary, if the summation of the three first terms is
one, two cases have to be considered:
– tk = 0 (the two first terms are null): if Bi,j,k−1 = 1, the constraint

forces the variable Bi,j,k to take a value of one. This is correct since no
movement was done. On the other hand, if Bi,j,k−1 = 0 the constraint
becomes redundant.
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– tk = 1 (the third term us null): one of the two first terms has value
one. But, the corresponding movement has not altered the element in
position i. Therefore, when Bi,j,k−1 = 1, Bi,j,k is also forced to one, as
expected. Again, if Bi,j,k−1 = 0 the inequality is redundant.

2. a ≤ i < a + c − b: after the transposition, these positions will be filled with
the elements that were in positions from b to c − 1.

tabck + Bb−a+i,j,k−1 − Bijk ≤ 1, (8)

1 ≤ a < b < c ≤ n + 1, a ≤ i < a + c − b, 1 ≤ j ≤ n, 1 ≤ k < n

This inequality is redundant unless the two first terms are both set to one.
In this case, we have that Bb−a+i,j,k−1 = 1, implying that element j that
was stored in position b − a + i before the transposition will be moved to
position i, i.e., Bijk = 1.

3. a + c − b ≤ i < c: after the transposition, these positions will be occupied
with the elements that were in positions from a to b − 1.

tabck + Bb−c+i,j,k−1 − Bijk ≤ 1, (9)

1 ≤ a < b < c ≤ n + 1, a + c − b ≤ i < c, 1 ≤ j ≤ n, 1 ≤ k < n

Similar to what was observed in the previous case, inequality 9 is redundant
unless the two first terms on the left-hand side are both equal to one. This
means that the k-th transposition moves Bk−1[a..b − 1] to the positions
preceding position c. From its definition, i represents one of the positions
that will receive an element of this sub-vector. Thus, we have that Bk[i] =
Bk−1[b − c + i], for all i ∈ [a + c − b..c − 1] and the last two terms cancel.

Using theorem 23, we can also obtain additional constraints to impose the
upper and lower bounds as defined by Bafna and Pevzner [3].

tk ∗ n + k − 1 ≥ LB(π, σ), for all 1 ≤ k ≤ n (10)

tk ∗ k ≤ UB(π, σ), for all 1 ≤ k ≤ n (11)

where LB(π, σ) and UB(π, σ) are, respectively, the lower and the upper odd
cycle bounds, which are easily computed from the permutations π ans σ.

Reversal Distance. To deal with reversals, we first define the following set of
variables. For all 1 ≤ a < b ≤ n and all 1 ≤ k < n, the binary variable rabk

indicates if the k-th reversal affects the block π[a . . . b] of π. Thus,

rabk =

{

1, if ρk = ρ(a, b)
0, otherwise

The binary variable rk indicates if the k-th operation was a reversal that
modified the permutation. Thus, for all 1 ≤ k < n, we have that:

rk =

{

1, if ρk = ρ(x, y) and ρkρk−1 . . . ρ1π 6= ρk−1 . . . ρ1π
0, otherwise
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Two sets of constraints are needed for the proper identification of the reversals
chosen to be part of a solution. They are given below.

rk ≤ rk−1, for all 1 ≤ k < n (12)
n−1
∑

a=1

n
∑

b=a+1

rabk ≤ rk, for all 1 ≤ k < n (13)

Constraints (12) ensure that if the k-th reversal does not alter the permuta-
tion, none of the subsequent reversals will do so. As for constraints (13), they
impose that at most one reversal is done at each step.

... z y xp q r ...
a b

π(a,b)ρ

π
a b
x y z ... ... r q p

Fig. 4. Reversal ρ(a, b) applied to a permutation π. The block π[a, b] is completely
reversed.

The next constraints deal with the changes in the permutation caused by
reversals. The analysis is divided into two cases by inspecting what happens to
each position i after the application of the reversal ρ(a, b).

1. i < a or i > b: these positions remain unchanged, and this is imposed by the
constraints below.

n−1
∑

a=i+1

n
∑

b=a+1

rabk +

n−1
∑

a=1

i−1
∑

b=a+1

rabk +

+Bi,j,k−1 + (1 − rk) − Bijk ≤ 1, (14)

1 ≤ i, j ≤ n, 1 ≤ k < n

Constraints (14) are the analogous counterparts of constraints (7) for the
operations not affecting position i in the transposition distance problem.

2. a ≤ i ≤ b: the reversal changes the elements stored in these positions. This
situation is tackled by the following constraints.

rabk + Bb+a−i,j,k−1 − Bijk ≤ 1, (15)

1 ≤ a < b ≤ n, a ≤ i ≤ b, 1 ≤ j ≤ n, 1 ≤ k < n

To be non-redundant, this inequality requires that the two first terms are set
to one. In this case, Bi,j,k = 1, implying that the element j that was stored
in position b + a − i before the reversal is moved to position i.
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Reversal and transposition distances. To formulate the reversal and transposition
distance problem, we make use of all the variables defined earlier. Besides, we
define the binary variable zk to denote whether the k-th operation, which could
be a reversal or a transposition, actually caused alterations to the permutation.
Thus, for all 1 ≤ k < n, we have that

zk =

{

1, if ρk = ρ(x, y) or ρk = ρ(x, y, z), and ρkρk−1 . . . ρ1π 6= ρk−1 . . . ρ1π
0, otherwise

In what concerns the constraints in the model, we use all the inequalities
introduced earlier with the exception of constraints (5), (12), (10) and (11).
The former two inequalities are replaced by the following ones:

zk ≤ zk−1, for all 1 ≤ k < n (16)

rk + tk = zk, for all 1 ≤ k < n (17)

Constraints (16) ensure that if no modification took place in a given step
then no operation is done in the next steps. Constraints (17) guarantee that at
most one operation (a reversal or a transposition) is executed at each step.

3.1 Objective functions

Considering the variables and constraints defined earlier for each of the three
distance problems, the objective functions for the transposition distance prob-
lem (ωt), the reversal distance problem (ωr) and for the reversal and trans-

position distance problem (ωrt) can be written as: ωt = min
∑n−1

k=1 tk, ωr =

min
∑n−1

k=1 rk, ωrt = min
∑n−1

k=1 zk.

3.2 Model sizes

It is easy to see that the models presented here are polynomial in the size of the
permutation given at the input. Table 1 displays the model sizes for the three
models with respect to the parameter n, i.e., the permutation size.

Table 1. Model sizes with respect to n.

Rearrangements Distance Models Variables Constraints

Tran position Distance O(n4) O(n6)
Reversal Distance O(n3) O(n5)
Reversal and Transposition Distance O(n4) O(n6)
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4 Computational experiments

All the integer programming formulations were implemented in Mosel [17], an
algebraic language especially designed to describe mathematical programming
models. Mosel is part of the Xpress package which comprises also an optimiza-
tion algorithm we use to validate our models. We carried out all our tests on
microcomputer equipped with an Intel processor with a 3GHz clock, 1GB of
RAM and running under a (Ubuntu) Linux operating system (kernel 2.6.15).

Table 2 summarizes our results. The cpu times reported refer to an average
of 100 instances where the pair of permutations at the input were randomly
generated. These times are given in seconds and as one can see, they grow very
rapidly as the instance size increases. This behavior is due mainly to the model
sizes. Though we have seen that they are polynomial in n, the order of the
polynomials are too large and soon the computation of the resulting models
become prohibitive in practice.

Table 2. Average times (in seconds) for the computation of rearrangement distances
between two random permutations of a given size.

Size Transpositions Reversals Reversals and

Transpositions

2 0.047 0.048 0.049
3 0.050 0.050 0.053
4 0.071 0.083 0.160
5 0.141 0.386 1.244
6 2.785 2.649 21.025
7 49.967 42.897 49.906

Besides the standard model for the transposition distance problem described
in the paper, we also implemented an alternative model that includes further
constraints to avoid transpositions generating additional transposition break-
points. According to [8], no optimal solution for the problem has transpositions
of that sort. We tested the two models on two datasets. The κn and τn sets are
well-known permutation families with n + 1 breakpoints, besides having sim-
ple formulae for their exact transposition distance. The results are reported in
Table 3. The times showed in the table refer to an average of five runs to com-
pute dt(κn) and dt(τn) and are given in seconds. Columns Break and Default

correspond, respectively, to the times achieved by the models with and without
the additional constraints that eliminate transpositions that add breakpoints to
the permutation. Columns LB and UB correspond, respectively, to the odd cycles
lower and upper bounds. Finally, column D indicates the optimal transposition
distance for each instance. A timeout is printed whenever a model could not find
a solution within a time limit of 10 hours.

One can see that, in these experiments, the model with additional constraints
(Break) was slower than the standard model (Default) in all cases but for instance
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Table 3. Results for alternative models for the transposition distance problem.

κn = [n n − 2 . . . n − 3 n − 1] τn = [n n − 1 . . . 2 1]
n Break Default LB UB D Break Default LB UB D

2 0.064 0.044 1 1 1 0.041 0.043 1 1 2
3 0.047 0.045 2 2 2 0.047 0.046 2 3 2
4 0.057 0.055 2 3 2 0.248 0.153 2 3 3
5 0.209 0.140 3 3 3 1.073 0.632 3 3 3
6 2.893 0.193 3 4 3 21.413 13.329 3 4 4
7 21.306 12.551 4 5 4 170.295 5851.061 4 6 4
8 850.048 296.840 4 6 4 timeout timeout 4 6 5
9 154.565 143.479 5 6 5 timeout timeout 5 6 5
10 timeout timeout 5 7 5 timeout timeout 5 7 6

τ7. This means that the increase in the model size due to the addition of further
constraints does not seem to pay off in general. However, we believe that the
Break model may give better results in larger instances, mainly in those where
the gap between the odd cycles upper and lower bounds are greater.

5 Conclusions and future work

In this paper we introduced the first polynomial-sized integer programming for-
mulations for some problems in rearrangement distance. Though the modeling
is an interesting achievement from the theoretical point of view, computational
results with the formulations showed that the running times are still to big to be
practical. We believe that there is room for some improvement in the transposi-
tion distance problem if we incorporate to our models the new bounds described
in [9, 12]. Besides, another approach we are considering is the development of
heuristics based upon these models. Similar strategies have been used success-
fully in other works [6, 7] that could justify the choice for this research direction.
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FAPESP and 307773/2004-3 from CNPq.
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Abstract. To systematically pursue the discovery of the connection
among diseases, expression of genes and treatments, we have devised
machine learning methods that can be applied to collections of gene
expressions profiles and drugs. In this study we report the advances
in supervised learning methods that have been devised to analyze bi-
ological data and their application to select sets of genes to determine
compounds that can be used in the treatment of a specific disease. As
mining of data produced by medical equipments is becoming an increas-
ingly challenging task, due to the size of the databases and the gradient
of their update, new methods need to provide classification models that
can handle the complexity of the problems. Then, a systematic mining of
existing databases provides further insight in existing information. The
results indicate the feasibility of the approach and suggest the value of
large scale efforts in this direction.

1 Introduction

A fundamental challenge arising in bioinformatics is the development of meth-
ods and tools to connect diseases, genetic processes, and the action of treat-
ments. Our goal is to provide methodology to discover existing relations among
the expression of selected genes, diseases and drugs. With this methodology,
a researcher can select drug candidates starting from genes, thus discovering
unexpected relations.

Gene expression profiling has historically been applied to the mechanisms
in biological pathways, such as the differentiation of breast cancers taking the
BRCA1 mutations versus the BRCA2 and sporadic mutations [12]. Another
standard application has been the discrimination of different but similar dis-
eases, as in the case of classification of Acute Myeloid Leukemia versus Acute
Lymphoblastic Leukemia [8]. Finally, gene expression has been used to predict
cancer prognosis, in situations like the prediction of patient outcome after prosta-
tectomy prostate cancer [22], malignant gliomas survival [19], clinical outcome
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of breast cancer [25], and recurrence of hepatocellaur carcinoma after curative
resection [13].

The traditional methods for analyzing gene expression profiles belong to
unsupervised learning. Those algorithms start with a collection of multivariate
data and produce groupings of samples, or combination of variables, based upon
information inherent in the data, without additional outside information. Among
the unsupervised methods, Eisen et al. [5] successfully applied hierarchical clus-
tering to genomic problems, Bradley et al. [1] proposed local maximum clustering
for gene expression data analysis, Kohonen et al. [16] proposed self-organizing
maps (SOM) and Tavazoie et al. [24] applied K-means clustering and its vari-
ations to genetic network architectures. In recent studies, more sophisticated
techniques belonging to supervised methods, that use a priori knowledge, have
come into play. Among the supervised methods there are K-nearest neighbors
(KNN) described in [4], support vector machines (SVM) [7], Fisher discriminant
analysis (FDA) [4], regularized generalized eigenvalue classifier (ReGEC) [9, 26],
and neural network analysis [20].

Here we envisage the use of supervised learning techniques in selecting can-
didate treatments of determined diseases. This idea is not entirely new. Some
database are available to connect genes and drugs. Examples are Drugbank [27]
and PharmGKB [14]. It is indeed possible to search Genbank for a specific gene
and PharmGKB will provide information on how variation in human genetics
leads to variation in response to drugs, and active bibliography on the selected
subject. Another example is Drugbank, that combines chemical drug data with
comprehensive drug target protein and gene expression information.

However, databases suffer from practical limitations. First, if the researcher
is looking for data to confirm its speculation about a gene signature for a certain
disease, it is very difficult, if not impossible, to derive an analysis for his results,
using the data available in the database. Furthermore, it is not easy to determine
a set of candidate treatments for a specific disease, from those available. Finally,
the knowledge provided is static, in the sense that connection made available to
users exists in the database and cannot be extrapolated from existing data. In
other words, no machine learning and data mining tools are provided to mine
the database.

Here we demonstrate on a simple but meaningful example that the appli-
cation of a supervised learning algorithms in conjunction with tools to federate
databases can provide an enhanced method for the relation of disease, gene ex-
pression profiles and treatments.

In this work we start describing Incremental Learning and Decremented
Characterization via Regularized Eigenvalue Classification (ILDC-ReGEC), a
supervised learning algorithm that uses a small number of samples and features
for the classification of data. Then we show how, starting from the gene ex-
pression profiles, it is possible to collect information from databases and derive
knowledge that can be used to select a set of candidate compounds for the treat-
ment of a specific disease.
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The notation used in the paper is as follows. A scalar will be denoted by y,
while a vector by x. Different vectors are identified by xi, where i is the index
of a vectors set.

A unit vector will be denoted by e and 2-norm of x will be denoted by ‖x‖.
The transpose of a matrix C is CT .

The present work is organized as follows: in Section 2 we describe the Regular-
ized Generalized Eigenvalue Classifier (ReGEC) method. In Section 3 we discuss
the advantages of incremental methods. In Section 4 we detail ILD-ReGEC. In
Section 5 a case study is analyzed. Finally, in Section 6 conclusions are drawn
and future research directions are highlighted.

2 Regularized Generalized Eigenvalue Classifier

There are also efficient algorithms that exploit the special structure of a slightly
different optimization problem, such as Generalized Proximal SVMs (GEPSVM)
[17], in which the binary classification problem can be formulated as a general-
ized eigenvalue problem. This formulation differs from SVMs since, instead of
finding one hyperplane that separates the two classes, it finds two hyperplanes
that approximate the two classes. The prior study requires the solution of two
different eigenvalue problems, while a classifier that uses a new regularization
technique, known as Regularized General Eigenvalue Classifier (ReGEC) requires
the solution of a single eigenvalue problem to find both hyperplanes [9].

Consider two matrices A ∈ IRn×m and B ∈ IRk×m, that represent the two
classes, each row being a point in the feature space.

Mangasarian et al. [17] proposes to classify these two sets of points A and
B using two hyperplanes in the feature space, each closest to one set of points,
and furthest from the other.

In Figure 1 it is shown that the first hyperplane is the closest to the set
of points in A and the furthest from those in B and the second hyperplane is
closest set of points in B and the furthest from those in A. Furthermore, Figure
1 shows that GEPSVM can linearly dicriminate sets that cannot be separated
by a single hyperplane.

In order to satisfy the previous condition for the points in A, the two hyper-
planes

K(x, C)u1 − γ1 = 0, K(x, C)u2 − γ2 = 0 (1)

can be obtained by solving the following two regularized optimization problems:

min
u,γ 6=0

‖K(A,C)u− eγ‖2 + δ‖
[

u
γ

]
‖2

‖K(B,C)u− eγ‖2
(2)

and

min
u,γ 6=0

‖K(B,C)u− eγ‖2 + δ‖
[

u
γ

]
‖2

‖K(A,C)u− eγ‖2
, (3)
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Fig. 1. Separation obtained with generalized eigenvectors.

where CT =
[
AT BT

]
and δ is the regularization parameter.

The number of eigenvalue problems can be reduced from two to one, using the
new regularization method ReGEC, proposed by Guarracino et al. [9], by solving
the following generalized eigenvalue problem:

min
u,γ 6=0

‖K(A,C)u− eγ‖2 + δ‖K̃Bu− eγ‖2

‖K(B,C)u− eγ‖2 + δ‖K̃Au− eγ‖2
. (4)

Here K̃A and K̃B are diagonal matrices with the diagonal entries from the ma-
trices K(A,C) and K(B,C). The new regularization leads to a regularized prob-
lem which provides accuracy results comparable to the ones obtained by solving
equations (2) and (3).

The eigenvectors related to minimum and maximum eigenvalues obtained
from the solution of (4) provide the proximal planes Pi, i = 1, 2 to classify the
new points. The distance of a point x from hyperplane Pi is:

dist(x, Pi) =
|K(x, C)u− γ|

‖u‖
, (5)

and the class of a point x is determined as

class(x) = argmini=−1,1{dist(x, Pi)}. (6)

3 Incremental Methods

Incremental subset selection consists in constructing a small set of points that
retains the information of the entire training set, providing comparable accuracy
results. A kernel built from a smaller subset is computationally more efficient in
predicting new elements, compared to the one that uses the entire training set.
Furthermore, a smaller set of points reduces the probability of over-fitting the
data. Finally, as new points become, the cost to retrain the algorithm decreases if
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the influence of those new points on classification is only evaluated with respect
to that subset, rather than to the whole training set.

The algorithm takes an initial set of points C ⊃ C0 = A0∪B0 and the entire
training set C as input, where A0 and B0 are sets of points in C0 that belong to
the two classes A and B. We refer to C0 as the incremental subset. Let Γ0 = C\C0

be the initial set of points that can be included in the incremental subset. ReGEC
classifies all of the points in the training set C using the kernel from C0. Let PA0

and PB0 be the hyperplanes found by ReGEC, R0 be the classification accuracy
and M0 be the points that are misclassified. Then, among the points in Γ0 ∩M0

the point that is farthest from its respective hyperplane is selected, i.e.

xi = x : max
x∈{Γ0∩M0}

{
dist(x, Pclass(x))

}
, (7)

where class(x) returns A or B depending on the class of x. This point is the
candidate point to be included in the incremental subset. This choice is based on
the idea that a point very far from its plane either is needed in the incremental
subset to improve accuracy, or it is an outlier. We update the incremental set as
C1 = C0 ∪ {x1}. Then, we classify the entire training set C using the points in
C1 to build the kernel. Let the classification accuracy be R1. If R1 > R0 then we
keep the new subset; otherwise we reject the new point, that is C1 = C0. In both
cases Γ1 = Γ0 \{x1}. The algorithm repeats until |Γk| = 0 at some kth iteration.
The s initial points are the training points closest the centroids determined by a
simple k-means algorithm applied to each class. In [3] it has been shown that the
k-means based selection criteria gives the best performance in term of stability
and accuracy, with respect to random selection of initial points.

4 ILDC-ReGEC Algorithm

Features reduction methods find a features subset F highly correlated with a class
[11]. Feature reduction is useful for many reasons: it improves performances of
the training procedure avoiding many problems related to the curse of dimen-
sionality. Indeed, in [10] it is shown that the growth of the number of features
for a fixed number of samples degrades the classifier performances. Furthermore,
data may be affected by noise and redundancy due to instruments and experi-
mental conditions. The features subset F should contain only features needed to
have a good accuracy of the training procedure. Features fall into one of three
categories: strongly relevant, weakly relevant and irrelevant. Strongly relevant
features are those necessary to obtain a good classification model; while weakly
relevant are not always useful and irrelevant features are not important [15].
Feature reduction techniques can be divided in two classes: feature transforma-
tion and feature selection. Feature selection addresses the problem of searching a
minimal set of features that maximizes the discrimination among classes. If there
are n features, there are 2n possible features subsets. When n in very large, it is
impossible to find the optimal features subset, therefore a suboptimal solution
needs to be found. Feature transformation methods obtain a new set of features

________________________
BSB 2007 Poster Proceedings

90



as linear combination of the original ones, that is, they linearly project points
in a space of lower dimension. For each gene j the means µ+

j and µ−j are calcu-
lated considering each class separately. In the same way the standard deviations
σ+

j and σ−j are calculated. These values are used to evaluate the discriminant
between the two classes:

F (xj) = |
µ+

j − µ−j

σ+
j + σ−j

| (8)

The best features xj are those with greater value of F (xj).
The function FeatureSelection, shown in Algorithm 1, calculates the F (xj) value
for each gene and it sorts the features for decreasing the values of F (xj).

The algorithm sums F (xj) and it returns C0, that represents the samples
with genes those sum of the F (xj) is equal to a fixed percentage α of the total
sum. In other words, the algorithm returns the genes xjk

such that:

mα∑
k=1

F (xjk
) = α

m∑
j=1

F (xj), (9)

with 0 ≤ α ≤ 1 and mα ≤ m.
After selecting a subset of features ReGEC is applied in order to define the

incremental subset. Solving ReGEC with a few features is very fast and therefore
overall computational is improved.

As stated in section 2, at each step ReGEC section tries to add new points
to the incremental subset. When a new point is added, ILDC-ReGEC checks
whether it is possible to delete some features.

Let Rk be the classification accuracy with all considered features and with
R̄K the one obtained omitting one feature. If R̄K >= Rk then it deletes last
feature and the process is repeated. The procedure is restarted until further
accuracy improvement is obtained.

The algorithm is depicted in Algorithm 1.

5 Results

ILDC-ReGEC has been implemented with Matlab 6.5. Results are calculated
using an Intel Xeon CPU 3.20GHz, 6GB RAM running Red Hat Enterprise
Linux WS release 3. Matlab function eig for the solution of the generalized
eigenvalue problem is used as computational kernel of ReGEC.
Tests have been performed training the algorithms on a random sample of 90%
of the dataset and validating the accuracy on the remaining 10%. Tests have
been repeated 100 times. ILDC-ReGEC parameters have been obtained with a
grid search on a sample of approximately 10% of the data set. First, δ has been
determined between [10−5, 10−4, 10−3, 10−2] for a fixed value of σ in the interval
[102 107]. Then, σ is chosen to maximize accuracy. The number of initial points
in each class has been chosen between 2 and 3. Finally, a decreasing value of α
has been tested between 0.1 and 0.01, in order to have the minimum number of
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Algorithm 1 ILDC-ReGEC(C0, C,α)
1: C0 = FeatureSelection(C, α)
2: Γ0 = C0 \ C0

0

3: {R0, M0} = Classify(C0, C0
0 )

4: k = 1
5: j = 0
6: while |Γk| > 0 do
7: xk = x : maxx∈{Mk∩Γk−1}

{
dist(x, Pclass(x))

}
8: {Rj

k, M j
k} = Classify(Cj , {Cj

k−1 ∪ {xk}})
9: if Rj

k >= Rj
k−1 then

10: Cj
k = Cj

k−1 ∪ {xk}
11: FLAG = False
12: repeat
13: Cj+1

k = LastFeature(Cj
k);

14: {R̄j
k, M j

k} = Classify(Cj
k, Cj+1

k );
15: if R̄j

k > Rj
k then

16: Rj
k = R̄j

k

17: j = j + 1
18: else
19: FLAG = True
20: end if
21: until FLAG
22: end if
23: Γk = Γk−1 \ {xk}
24: k = k + 1
25: end while
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features, fixed the accuracy. Our classification error on Golub dataset is 0.0286%
and the mean number of selected genes by ILDC-ReGEC is 66.99. Then, the
algorithm is trained with the complete dataset, yielding a single missclassified
experiment and selecting 66 genes.

Table 1. Number of genes selected with different algorithms and percentage of agree-
ment with ILDC-ReGEC

ILDC-ReGEC Golub Yeoh Ross Cheok Naoe Felix Sjblom

Number of Genes 67 50 606 477 166 3 2 122

Agreement 100% 46% 2% 3% 1% 33% 50% 1%

Various studies have been done to determine the gene signature of different
forms of leukemia disease. In [8] the discrimination is dome between AML and
ALL using SOMs, in [28] and [21] pediatric ALL is analyzed, in [2] and in [18]
AML is studied, in [6], in [23] human breast and colorectal cancer are considered.
In Table 2 and 1 we report the results obtained federating the datasets of those
studies. In Table 1 we show the percentage of genes that have been selected by
ILDC-ReGEC and referenced in the other studies. We note that 23 genes are
present in Golub and in the present study. 8 genes selected by ILDC-ReGEC have
been found in 2 more papers but not in Golub. Other 7 genes selected by ILDC-
ReGEC have been found in at least one other papaer. The MPO myeloperoxidase
gene is present in half of the studies, but not Golub. TOP2B, is as well present
in 4 studies and it functions as the target for several anticancer agents.

Some of the genes that were selected by ILDC-ReGEC algorithm do not
show up in any of the selected studies. Nevertheless they are supposed to have
an important role in leukemia, as it has been proved in more recent studies,
where their role in connection with tumor growth has been shown. Here we
bescribe their role, for further reference, the reader can refer to the GenBank at
www.ncbi.nlm.nih.gov/Genbank/.

MGST 1 is a member of MAPEG (Membrane Associated Proteins in Eicosanoid
and Glutathione metabolism) family. It consists of six human proteins, two
of which are involved in the production of leukotrienes and prostaglandin E,
important mediators of inflammation. Other family members, demonstrating
glutathione S-transferase and peroxidase activities, are involved in cellular de-
fense against toxic, carcinogenic, and pharmacologically active electrophilic com-
pounds. Expression of the protein produced by CST3 in vascular wall smooth
muscle cells is severely reduced in both atherosclerotic and aneurysmal aortic
lesions, establishing its role in vascular disease. POU2AF1 is a B-cell-specific
transcriptional coactivator and was observed to be differentially expressed in
the cells of patients with chronic lymphocytic leukaemia. VPREB (VpreB) is a
126 aa-long polypeptide with apparent MW of 16-18 kDa. It is expressed selec-
tively at the early stages of B cell development PreBCR transduces signals for:
1) cellular proliferation, differentiation from the proB cell to preB cell stage, 2)
allelic exclusion at the Ig heavy chain gene locus, and 3) promotion of Ig light
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Table 2. Comparison among different gene selection techniques
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CFD • • M28170 •
MGST1 • CD19 • • •

CST3 • • PYGL •
CD33 • • SMARCA4 • • •
TCF3 • • • CEBPD • •
ZYX • • • CLU •

CSTA • SERPINB1 • • •
POU2AF1 • • • MYB • •

M11722 • S100A13 • •
APLP2 • SNTB2 •
CTSD • • CTSA •

CCND3 • • FAH • •
BLK • • • SPI1 •

CD79B • • FCER1G •
RAG1 • • • PLEK •

TCL1A • • • CD302 •
MPO • • • • MAD1L1 •

SPTAN1 • • ANXA1 •
VPREB1 • LAMP2 • •
MYL6B • • CYFIP2 • •
HG1612 • MLLT11 •
RHOG • CD24 • • •
TOP2B • • • • RNASE2 •
CD79A • • • ELA2 • •

GRN • STMN1 • • •
PSMA6 • • C18orf1 •

LYN • • LYZ • •
AZU1 • • • VIL2 •
CD63 • IL18 •
CD63 • NUP88 • •

SRGN • • CDRP2 •
NPY • • LRPAP1 • •

ZNF22 • • IL7R • •
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chain gene rearrangements. Thus, preBCR functions as a checkpoint in early
B cell development to monitor the production of Ig mu heavy chain through
a functional rearrangement of Ig heavy chain gene as well as the potency of
Ig mu heavy chain to associate with Ig light chain. RHOG ARHG is a mem-
ber of the RAS superfamily of genes, which encode GTP-binding proteins that
act in the pathway of signal transduction and play a key role in the regulation
of cellular functions. The GRN genes produce proteins regulating cell growth.
However, different members of the granulin protein family may act as inhibitors,
stimulators, or have dual actions on cell growth. Granulin family members are
important in normal development, wound healing, and tumorigenesis. The CD63
proteins mediate signal transduction events that play a role in the regulation of
cell development, activation, growth and motility. This encoded protein is a cell
surface glycoprotein that is known to complex with integrins. It may function
as a blood platelet activation marker. Also this gene has been associated with
tumor progression. The SPI1 gene encodes an ETS-domain transcription factor
that activates gene expression during myeloid and B-lymphoid cell development.
The MLLT11 gene variously symbolized ALL1, HRX, or MLL located on 11q23
has been demonstrated to be fused with a number of translocation partners
in cases of leukemia. t(1;11)(q21;q23) translocations that fused the MLL gene
to a gene on chromosomal band 1q21 in 2 infants with acute myelomonocytic
leukemia have been demonstrated. The N-terminal portion of the MLL gene is
critical for leukemogenesis in translocations involving band 11q23. This gene en-
codes 90 amino acids. It was found to be highly expressed in the thymus but
not in peripheral lymphoid tissues. In contrast to its restricted distribution in
normal hematopoietic tissue, this gene was expressed in all leukemic cell lines
tested. MD1L1 may play a role in cell cycle control and tumor suppression, as it
has been shown recently. The protein encoded by NUP88 gene belongs to the nu-
cleoporin family and is associated with the oncogenic nucleoporin CAN/Nup214
in a dynamic subcomplex. This protein is also overexpressed in a large number
of malignant neoplasms and precancerous dysplasias.

We conclude that all genes selected by ILDC-ReGEC play a central role in
biological mechanism related to leukemia. From those genes is now possible to
search databases to select a set of treatments.

6 Conclusions and Future Work

In the present work we report the advances in supervised learning techniques
that make it possible i) to select a subset of patients to characterize two different
situations, ii) to determine a subset of genes that discriminate two similar but
different diseases, iii) to use the obtained subset of genes to select treatments.

In the future, it is interesting to investigate how the knowledge that can
be acquired by expert in therapeutics can be used in the classification models.
Some attempts have already been done by [?]. In that case, knowledge is taken
into account by the model in terms of constrains on the underlying optimization
problem, but no clue is given on how to identify the regions where such knowledge
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provides more insight. In future, we will investigate how to determine regions in
which further knowledge is required to improve accuracy of classification models.
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Abstract. With the popularization of commercial microarray chips and
public gene expression databases, it is affordable to use a tridimensional
organization to verify the behavior of a large set of genes. Such datasets
hold genes’ expression under different experimental conditions at differ-
ent moments in time. To extract information from this structure, we
developed a new clustering algorithm to find groups of genes with sim-
ilar expression levels along the conditions and timeslices. Using validity
measures and both synthetic and real datasets, we compared our solution
to an algorithm named TriCluster, what allows us to conclude that our
algorithm is a good alternative to address the problem. More tests on
real data are yet to be performed for a real evaluation of the algorithm
scalability, sensitivity and performance.

1 Introduction

Assessment of transcription level from thousands of genes has been achieved
with DNA microarrays [7]. After the hybridization of DNA chips with labeled
probes, we obtain an image with spots, where each spot is a different gene and its
color intensity represents the activity of the gene under given conditions. From
an image segmentation process a real-valued array is created, where each row is
a gene and each column is an experimental condition (referred here as sample).

Eisen et al. [2] used a clustering technique to find groups of genes which had
similar behavior along the samples. His idea was that if the genes of a group have
coherent expression levels, they should participate in the same cellular process.
Since then, many clustering algorithms have been developed, but they share the
same problem: as the number of samples increases their ability to find groups
of genes with similar behavior along all conditions of the dataset decreases [5].
An attempt to solve this problem is known as subspace clustering, which aims
at finding groups composed by subsets of rows and columns [8].

Zhao and Zhaki [10] extended the traditional dataset composed by genes ×
samples to a tridimensional matrix genes × samples × time. The addition of
time provides a new way to understand the behavior of groups of genes. In this
? Corresponding author. Author acknowledges financial support of CNPq.

?? Author acknowledges financial support of Fapesp.
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structure, their algorithm named TriCluster was able to find overlapping clus-
ters in subsets of rows, columns and timeslices. Another approach for clustering
tridimensional data was described by Jiang et al. [6].

In this study we developed a new algorithm to find groups of genes in tridi-
mensional gene datasets. It is greedy and differs from those described previously.
Our algorithm may be seen as an extension of CLIQUE [1].

2 Algorithm

The algorithm input is a tridimensional matrix M = G × S × T where G =
{g1, . . . , gm} is the set of genes, S = {s1, . . . , sn} is the set of samples and
T = {t1, . . . , tl} is the set of moments in time. Input parameters are δ, ming,
mins and mint. Our algorithm is divided in three steps. The first step is to
find dense units. In this step, the algorithm finds groups of at least ming

genes with similar expression for each attribute. An attribute Ajk contains the
expression levels of all genes in sample j and timeslice k sorted in nondecreasing
order. We denote the minimum and maximum values of attribute Ajk as ljk and
hjk respectively. For each attribute Ajk the algorithm calculates its density by
d(Ajk) = m/(hjk−ljk) or d(Ajk) = m if hjk = ljk. A unit is an interval U ⊆ Ajk

and its minimum and maximum values are denoted lU and hU . The density of
unit U is d(U) = |U |/(hU − lU ) or d(U) = |U | if hU = lU , and it is dense if
d(U) ≥ δd(Ajk), where δ ∈ <, and 1 < δ ≤ ∞.

When a dense unit is found, it is expanded until it becomes maximal. Addi-
tionally, if it is not the first to be found, we verify if the union to its adjacent
dense unit is also dense. At the end of the attribute we verify if the remaining
genes could be merged with the nearest dense unit to form a larger dense unit.

The second step is to combine dense units from attributes of the same
timeslice. For all attributes in timeslice k, the algorithm enumerates all its dense
units and creates a matrix with dimensions m × n, where each cell contains
the number of the dense unit for which the gene belongs. If the gene doesn’t
belong to any dense unit in that condition, the cell has value 0. The algorithm
compares each line of this table to all others, column-by-column, and if they
share at least mins columns, then the algorithm establishes a two-dimensional
cluster. The algorithm tests the existence of a larger cluster where these genes
can be contained before creating a new cluster. In this step we have the creation
of overlapping clusters.

The last step is to combine two-dimensional clusters from different
timeslices, creating clusters C = X × Y × Z, where X ⊆ G, Y ⊆ S, Z ⊆ T .
This step consists of selecting each two-dimensional cluster from a timeslice and
finding its intersection with every other two-dimensional cluster from different
timeslices. To be valid a cluster must have at least ming genes, mins samples
and exist in at least mint timeslices. Similarly to the second step, before creating
a new cluster we verify the existence of a bigger cluster enclosing the elements
of the recent discovery one. A not so tight bound for the algorithm’s time com-
plexity is o(l4m5n4 + l4m4n5).
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Fig. 1. Comparison of the average Jaccard Coefficient and F-Measure for synthetic
datasets. An empty bar means that the algorithm produced no results.

3 Experiments

We used three external (Jaccard coefficient, purity and completeness) and two
internal (compactness and connectedness) validity measures to assess the quality
of results. Purity and completeness were combined through F-Measure [4]. We
created six synthetic datasets with varying size and number of Gaussian and
Ellipsoidal clusters. We executed our algorithm and TriCluster (binaries provided
by the authors) for these datasets more than 200.000 times with a wide variation
in their parameters [3], evaluating F-Measure and Jaccard coefficient. TriCluster
has 7 parameters. We found the Pareto Front for F-Measure against Jaccard
coefficient, which holds the best solutions of each algorithm. Using different
initial subspace sizes we calculated the average of external indexes from the
solutions of the front (Figure 1). We can see that our algorithm outperforms

________________________
BSB 2007 Poster Proceedings

101



TriCluster on most cases. Both algorithms produce lots of invalid results, which
are those that found no clusters or where quality measures tends to zero. We
applied the algorithms to a real yeast dataset with 14 timeslices, 13 samples
and 7679 genes [9]. Using a similar approach, concerning the internal validity
measure, we obtained similar results to synthetic datasets (data not shown).

4 Concluding remarks

We introduced an algorithm to cluster gene expression data in three dimensions
that (i) finds groups by density and does not favor any particular cluster form,
(ii) is capable of discarding genes from clusters if they have expression levels
too high or low or are not coherent along the samples, (iii) performs subspace
clustering and (iv) finds overlapping clusters, what is suitable for gene analysis.

The analysis on synthetic and real data allows us to conclude that the al-
gorithm is a good alternative to clustering tridimensional gene expression data.
Execution time for our algorithm is usually less than the time spent by TriClus-
ter. TriCluster includes a worst case exponential time step. Other analysis on
real data are yet to be performed and properly analyzed.

Future work on the matter may include the application of the algorithm to
other biological datasets or to any dataset with a time component. The algorithm
is simple and easy to parallelize. We believe that the algorithm is prone to be
further extended to more than three dimensions.
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Abstract. Bioinformatics experiments are typically composed of programs in 
pipelines manipulating an enormous quantity of data. Managing those 
experiments brings a set of challenges, such as: how to provide interoperability 
among tools to achieve better and faster experimental results, in addition to 
providing data and semantics to experiments. The best way of managing those 
experiments is through workflow management systems (WfMS). In fact, 
several such systems are found as products, open-source software and 
prototypes. Even though BPEL is becoming a de facto standard as a workflow 
definition language with its execution engine, most WfMS for scientific 
computing provide its own workflow language. Due to the lack of standards, 
the e-scientist is faced with the challenge of building its own WfMS or 
choosing between all available independent systems. In this work we discuss 
several features found in WfMS for the grid and present some relevant issues 
for bioinformatics experiments. We present our evaluation on modeling the 
GARSA genomic workflow and running it on two of those WfMS engines, i.e. 
Kepler and Taverna. Our contribution is to set technical and practical guidelines 
to help choosing an adequate WfMS environment for bioinformatics in grids.  

Keywords: workflows, grid computing 

1   Introduction 

Bioinformatics experiments are typically composed of programs in pipelines 
manipulating an enormous quantity of data. Scientific workflows represent an 
attractive alternative to describe bioinformatics experiments. These experiments are 
usually built by manually composing third-party programs with their input and output 
data in an execution flow. Output data is analyzed and according to the experiment 
result, parameters are tuned, workflow is re-executed, programs are replaced on the 
workflow and partial re-executions are made. Ideally, scientists should be able to 
configure their own bioinformatics workflows by dynamically combining programs 
provided by different teams, finding alternative programs to choose from, tuning 
workflow programs, and running partial executions of the workflow. Moreover, once 
the workflow is defined, the scientist should not be concerned with program changes, 
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nor manage transformations from data output to data input along program chains. 
Finally, all these workflow executions should be registered, and made available for 
queries and for reuse. 

Workflow Management Systems (WfMS) are automated coordination engines that 
control workflow specification, instantiation, execution, auditing and evolution. 
Initially, these WfMS were built to address traditional business workflows. With the 
popularity of Web services, it became simpler to manage workflows made of Web 
services due to its inherent interoperability issues. Thus several business process tools 
became Web service oriented. The idea of using Web services and WfMS also 
became attractive to model and manage scientific workflows, especially 
bioinformatics [1]. Several bioinformatics workflows are modeled and executed 
through Perl scripts which are hard coded and difficult to manage.  

In the business scenario, the BPEL language [2,11] emerged as a de facto standard 
to define and execute workflows typically based on Web services. Several companies 
including IBM, Microsoft, Oracle provide efficient BPEL execution engines, and 
many open source BPEL engines are also available. However, the language alone 
with its execution engine is not enough to replace Perl scripts of bioinformatics 
workflows. A WfMS on top of a workflow language is necessary to add value to a 
scientific experiment to help composing, tuning, monitoring, steering and reusing 
bioinformatics workflows. Many of these services are not found in business WfMS. 
The idea of building all these services on top of BPEL is very attractive to focus on 
the services and keep the independence of the execution engine. 

However, bioinformatics workflows often require high performance computing 
with grid computing environments requiring BPEL execution engines to be 
compatible to grid middleware execution engines. These high performance issues 
together with high volumes of data manipulation led the scientific community to build 
their own WfMS, each one with its own workflow language and execution engine. 
Thus, we are faced with a very large number of such systems to manage scientific 
workflows [3], where some are focused on specific domains such as Bioinformatics. 
Those systems are not interoperable between them and choosing the right system 
involves a serious and detailed analysis that includes technical and practical issues. 

Scientific WfMS aim at helping users in having flexibility to define, execute and 
manage their experiments through workflow management tools. Particularly, in 
bioinformatics, it is important to: (i) design the workflow through a user-friendly 
interface, taking advantage of components reuse; (ii) execute the workflow in an 
efficient and yet flexible way through monitoring, steering and user interference; (iii) 
track provenance of data and services to add semantics to workflow execution; and 
(iv) access, store and manage data using DBMS, flexible data modeling and ontology 
support. Complementing those four items, issues such as compatibility with a grid 
middleware, open source code, perspectives of a large community of users and long 
term software support are also important points. 

To help choosing between a large number of available independent WfMS, we 
discuss several features found in WfMS for the grid and present some relevant issues 
for bioinformatics experiments. We show our evaluation on modeling the GARSA 
genomic workflow and running it on two of those WfMS engines, i.e. Kepler [4,5,6] 
and Taverna [7]. Those systems were chosen due to their popularity and adherence to 
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most of the four elicited items. Our contribution is to set some technical and practical 
guidelines to help choosing an adequate WfMS environment for bioinformatics. 

This paper is organized as follows. In section 2 we present concepts on scientific 
workflows and discuss execution issues on grid environments to define bioinformatics 
requirements. We provide a brief overview of the GARSA system in section 3, 
showing why the requirements are relevant to GARSA. Then, we present our 
experimental results while using the WfMS Kepler and Taverna to support GARSA. 
Section 5 discusses the pros and cons of using those WfMS engines to construct 
GARSA’s workflow prototype. Finally, we conclude in section 6. 

2   Workflow Management Systems in Grids 

A workflow denotes a controlled execution of multiple tasks in a given environment. 
Scientific workflows are usually related with the automation of scientific processes in 
which scientific programs are structured, based on data and control dependencies. 
Workflows of scientific applications in Grid environments use multiple computing 
nodes to accomplish computations that would be time-consuming, or impossible to 
achieve on a sole node. They need to execute a large number of jobs; need to monitor 
and control workflow execution including ad-hoc changes; need to execute in an 
environment where resources are not known a priori.  

According to Krauter et al.[8] and Zanikolas and Sakellariou [9], a scientific 
WfMS in Grids offers advantages, such as: (i) ability to build dynamic applications 
which can orchestrate distributed resources, (ii) utilization of resources that are placed 
in a particular site to increase throughput or decrease execution costs, (iii) execution 
spanning through numerous sites in order to obtain specific processing capabilities; 
(iv) integration of working groups involved with management of different parts of a 
given workflow, promoting cross-organizational collaborations. So, scientific WfMS 
in Grids is a good alternative to face bioinformatics challenges [6,10,11]. 

Zanikolas and Sakellariou [9], Yu and Buyya [3] and Venugopal, Buyya, 
Ramamohanarao [12] propose a set of complementary taxonomies that characterize 
and classify various approaches for building, executing and monitoring workflows on 
Grids. A taxonomy of grid monitoring systems is proposed in [9] to classify 
frameworks based on the components of the Global Grid Forum’s Grid Monitoring 
Architecture. In [3] a taxonomy that classifies various approaches of scientific WfMS 
on Grids is presented with a detailed survey of existing WfMS for Grids. In [12] data 
grid architectural aspects are discussed, like data transportation, replication, resource 
allocation, and scheduling.  

The categories defined at Yu and Buyya’s taxonomy [3], contain a set of 
requirements which we found very useful to help e-scientists to choose a scientific 
WfMS for grid computing. This taxonomy is based on four categories: (i) design, (ii) 
scheduling, (iii) fault tolerance, and (iv) intermediate data movement. The 
requirements of design’s category are: workflow structure, workflow model and 
workflow composition language. The first refers to workflows patterns [13], 
indicating the temporal relationship between the tasks. In DAG-based workflows, the 
structures can be classified as sequence, parallelism and choice, whereas in non-
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DAG-based workflows there are all previous patterns and also iteration structures. 
The second defines the tasks and structure of a given workflow. A workflow model is 
classified as abstract (a workflow is specified without mapping to Grid resources) and 
concrete (it binds workflows tasks to specific resources). The latter leads users’ ability 
to express workflows using a given composition language, such as BPEL.  

The main requirements of scheduling category are architecture and decision 
making. The way tasks are scheduled on grid is very important for scalability, 
autonomy, quality and system’s performance. Fault tolerance is associated with 
workflow execution failures. Workflow’s failures are divided into two levels: task-
level and workflow-level. The former can mask the effects of the execution failure of 
a given task in the workflow. The latter manipulates workflow structure in order to 
cope with erroneous conditions. 

The data movement category aims at describing how the WfMS moves large 
amounts of data. For instance, input files need to be staged at remote site before 
processing tasks and output files may be required by child tasks processed on other 
resources. It is important to highlight that centralized and mediated automatic data 
movement are suitable for bioinformatics workflows, because monitoring and 
browsing intermediate results is a common task developed by e-scientists. 

Considering the issues discussed in this section, we believe that choosing the ideal 
system involves a hard and detailed analysis that includes technical and practical 
aspects. At the introduction we listed four important issues for bioinformatics that 
represent detailed features within two categories of the taxonomy from [8], i.e. the 
design and data movement. In the next sub-sections we present Kepler and Taverna 
with respect to the categories defined by Yu and Buyya [8]. In section 4 we analyze 
Kepler and Taverna according to their support to the four items chosen to evaluate 
GARSA genomic workflow. 

2.1   Kepler  

The Kepler workflow system supports scientists in areas such as biology, ecology and 
astronomy to compose and execute scientific workflows. Such workflows range from 
low-level workflows of interest of grid e-Scientists to analytical knowledge discovery 
workflows for traditional scientists [5]. Kepler is an active open source Java cross-
project, cross-institution collaboration that runs on top of the Ptolemy II system [4]. 
Although Ptolemy II was not originally intended for scientific workflows, it provides 
a reputable platform for building and executing workflows, and supports several 
models of computation. 

Kepler is provided as a user-friendly workflow visual editor and enactor engine; 
concrete workflows are modeled in MoML (an XML dialect), allowing the 
specification of processing units (tasks), data transfer/transformation and execution. 
Kepler can handle local applications, web and grid services as well. It inherits the 
actor-oriented modeling system from PtolemyII, which enables the modeling and 
design of scientific workflows in a friendly way, allowing the creation of workflows 
for distributed applications just by dragging&droping built-in components, known as 
Actors. Kepler uses an Actor Component Library that encompasses different kind of 
actors, such as, local applications, database connectors, web services, grid-enable 
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actors. It also is possible to use domain-specific actors for case studies, such as 
phylogenetics actors or create composed actors (which behaves like sub-workflows). 
A workflow execution models can be defined by a Director, it imposes the execution 
orders and communications schemas used by workflow’s actors.  

According to Buyya's taxonomy, Kepler also supports Non-DAG based workflows, 
it can produce abstract and concrete workflows based on a XML composition 
language, MoML (Modeling Markup Language). Kepler´s scheduling strategy is 
based on a centralized enactment environment and the decision making is user-
defined. Kepler also supports fault tolerance at task and workflow levels. Finally, it 
also supports centralized automatic data movement.  Such approach, despite being 
easier to implement has some drawbacks like the high transmission time when 
handling huge amounts of data. 

2.2   Taverna  

 MyGrid project aims at developing a grid middleware infrastructure specifically to 
support exploratory, data-intensive in-silico experiments in e-science [10]. It aims to 
support the e-scientist developing a toolkit of core components for designing, 
executing, managing and sharing experiments modeled as workflows. It is highly 
focused on bioinformatics. 

Taverna is the WfMS of myGrid. It is an open source platform-independent system 
to compose, adapt and run workflows. In Taverna, workflows can execute as remote 
or local web services. Legacy applications can be incorporated using Soaplab-Gowlab 
wrapper tools [14]. Taverna as well as Kepler, is a cross-domain application, although 
its original focus has been on Biology. Thus, Taverna’s services can be from other 
disciplines, such as chemistry, physics and medical informatics are emerging.  

Taverna Workbench includes the Freefluo [14] component, which is responsible 
for running e-scientist’s workflow. Freefluo enactment engine supports the Scufl 
(Simple Conceptual Unified Flow Language) workflow language that enables users to 
create and edit workflows through user-friendly tool. These workflows can be loaded 
in Taverna environment and materialized in XScufl (XML Scufl) format. A drawback 
is that the SCUFL language does not complies to the defacto standard for Web 
Services Workflow BPEL[2,11]. 

In Taverna, a workflow is modeled as a network of processors (nodes) connected 
by data links. Extensibility is provided through processor types. Processor types 
include: a single web service operation described in WSDL, a nested workflow, and a 
‘conceptual level’ operation provided by an implementation protocol of lower-level 
operations [14]. In the next section we discuss the instantiation process of GARSA 
workflow in workflows management systems. 

Considering Buyya’s taxonomy, Taverna supports DAG-based workflows, it can 
produce abstract and concrete workflows based on a XML language named Scufl. 
Taverna’s scheduling strategy is based on a centralized enactment environment and 
the decision making is user-defined, it means that an e-scientist can choose local or 
global scheduling according to the nature of its workflow application. Taverna also 
supports fault tolerance at task level, it can handle different kinds of failures and users 
can specify an alternate or alternates explicitly for any given Scufl processor. 
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Moreover, standard fault tolerance techniques such as retry and exponential back out 
of retry times are available. Finally, data movement in Taverna is centralized but 
automatic. 

3   GARSA Workflow 

GARSA workflow (Genomic Analysis Resources for Sequence Annotation) is a user-
friendly web-based system, which is freely available under GPL license and has been 
used in the BioWebDB project [15]. It has been conceived to facilitate the tasks of 
integrating, analyzing and presenting genomic information derived from several 
bioinformatics tools and genomic databases, in a flexible way. Up to date, the 
following projects are using GARSA: Trypanosoma vivax (GSS and EST), 
Trypanosoma rangeli (GSS, EST and ORESTES), Phytomonas serpens (GSS), 
Bothrops jararaca (EST), Piaractus mesopotamicus (EST), Taenia solium 
(ORESTES), Crassostrea rizhophorae (EST), Piaractus mesopotamicus (EST) and 
Lutzomyia longipalpis (EST) [15]. GARSA accepts a) chromatograms, b) downloads 
from GenBank, c) Fasta files stored locally or a combination of all three and aims to 
analyze genomic data, including several tasks since cleaning of chromatograms up to 
phylogeny. 

The latest stable version of the GARSA workflow is 1.5 that comprises a pipeline 
composed of 21 selected bioinformatics software packages. Its underlying platform 
includes Perl, Apache and MySQL, as well as several Linux-based packages which 
integrates (i) gene finders, (ii) phylogeny software, (iii) multi-project environment 
and (iv) user-based authenticated access. GARSA’s conceptual data model can store 
inputs and analyzed data. Moreover, GARSA constitutes a multi-project system that 
uses five databases to manipulate: GO (Gene Ontology), ECC codes, Taxonomy, 
Vector and contaminant data. GARSA version 1.5 is being used since 2005 and has 
been successfully exploited by the BioWebDB consortium. In spite of, our 
development team is working on version 2.0, which should be launched soon. The 
new version contains various improvements and extensions, such as: gene finders for 
eukaryotes; orthologs identification; comparison of library results in intra/inter 
projects; more phylogeny analysis, including new programs (weighborg, model 
generator and phyml); and analysis of distant homologs through the HMMER and 
PsiBlast programs. Although next GARSA version brings many benefits, the GARSA 
workflow system does not cope with Web services technology nor attends some 
requirements of scientific workflows [15]. Currently, GARSA lacks flexibility in 
workflow design, there is not abstract/concrete definition and the composition 
language used is Perl. The scheduling strategy is based on a centralized view imposed 
by itself environment and the decision making is user-defined. GARSA offers 
execution monitoring but it is poor in data provenance support. 

GARSA’s main advantages lie in ontology support and data management tools. 
When choosing a generic WfMS to support GARSA it must keep its access to public 
databases as well as the project’s own data modeling including workflow semantics. 
To help interoperability between different experiments data some conceptual and 
logical bioinformatics data modeling have been proposed, i.e. CHADO and the 
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Genomic Unified Schema (GUS) [16]. They present generic classes and relations so 
that workflow data can be shared, queried and exchanged.  In GARSA, GUS schema 
has been chosen to represent all its workflow related data. Therefore, one of the most 
important requirements of a WfMS to support GARSA is its flexibility in data 
representation. It should be able to store and query our bioinformatics workflow data 
through the GUS schema. 

4   Experiencing GARSA on Workflow Management Systems 

In the next subsections we present our experiments and describe some implementation 
details. To evaluate a simpler GARSA workflow, we implemented in sequence: 
Phred, Cap3 and Blast, having these three programs wrapped as Web services. Our 
evaluation with Kepler and Taverna addresses the four items elicited for 
bioinformatics workflows, especially GARSA, i.e.: (i) Workflow design; (ii) 
Workflow execution; (iii) Data provenance and semantic support; and (iv) Data 
management. 

4.1   Experiencing GARSA on the Kepler System 

We have installed Kepler both on Windows/Linux platforms and found it very easy to 
use. However, to run GARSA workflow on a grid-services environment we have to 
address some Grids complexities like: management of credentials, interaction with 
schedulers, and particularly, installation and deployment of scientific software. To 
help the experiment, we wrapped those bioinformatics legacy programs as Web 
services to expose them to Kepler. Despite the built-in support for SOAPlab on 
Kepler, the version 1, has some limitations, e.g., SOAPLab uses CORBA on the 
server side for finding, starting, controlling, and using applications. It also does not 
have a web-service-based notification system that can accept CORBA events and 
propagate them to clients.  

On representing GARSA as a scientific workflow on Kepler (Figure 1) we could 
explore the cycle of an e-Scientist interaction with the environment and evaluate its 
support to GARSA according to our four items.  

Workflow design. The design of an abstract workflow on Kepler is quite simple; 
e-Scientist establishes the workflow’s model of computation by dragging director and 
then drags a set of actors which binds to the wrapped Web services through their 
WSDL files (Figure 1A). After that, the scientist should link actors through 
data/control ports. That portion of the task was quite hard to be accomplished, 
because all the data transformations were manually implemented unspecific Kepler’s 
actors. Up to now, Kepler presents solely few generic transformations actors. So, 
much of the work spent was on parsing messages through Kepler XML parsing 
actors. 

Workflow execution. The execution of GARSA workflow was simple, e-Scientist 
can use a control panel to steer a workflow instance (Figure 1A and 1B) while 
running a concrete workflow, whose tasks or sub-workflows are scheduled by a sole 
central scheduler. Kepler provides a visual programming interface that enables 
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composition, execution and harvesting distributed processes. Kepler’s version (beta1) 
used during the tests did not present all requirements related to fault tolerance 
requirements. For instance, if an e-scientist needs to investigate a workflow running, 
maintenance actors should be inserted inside the flow, such approach seems to be a 
disadvantage for two reasons, first, it deviates his attention to an administrative 
question, second, it makes the workflow harder to understand and maintain. 

 

  
Fig. 1. GARSA on Kepler Fig. 2. GARSA on myGrid 

 
Provenance and semantic support. Up to now, Kepler’s semantic support 

through provenance is quite poor. According to Altintas et al. [17] and Bowers et al. 
[18] it is possible to extend Kepler to register provenance, but such frameworks are 
not yet freely available. Kepler does not cope with intermediate data movement 
requirements, it transfers data automatically but offers limited possibilities to annotate 
information about data provenance (intermediate and end results including files and 
database references), process provenance (data about workflow definition with data 
and parameters used in the run); execution provenance, (error and execution logs) and 
design provenance (information and decision took during workflow design phase). To 
address the lack of automatic provenance recording mechanisms, we developed a sub-
workflow (composite actor) to capture and register such data on log files (figure 1C). 

Data management. Kepler provides flexibility in data modeling. E-scientists can 
easily access several DBMS through Data Access actors. The same happens in using 
Grid FTP. It can manage and transfer huge amounts of distributed data automatically 
without user intervention. It has few facilities to manage bio-ontologies and cannot 
deal with LSIDs as universal identifiers. However, actors can be used to store 
semantic data with the user’s chosen schema. 

4.2   Experiencing GARSA on myGrid-Taverna 

Taverna is an open source system developed in Java and available freely under the 
terms of the LGPL. In this work we use Taverna version 1.4 running on Windows XP. 
The installation process occurred easily and without problems. Before creating 
GARSA workflow in Taverna it was helpful to wrap the bioinformatics programs 
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(phred, cap3 and blast) in Web services. We used SoapLab [17], a SOAP-based 
analysis Web service to wrap legacy command-line applications into Web services. 

Workflow design. The first step for the construction of a workflow in the Taverna 
can be done through service discovery that comprises the pipeline. In GARSA case, 
three services were wrapped by Soaplab, one for each program present in workflow. 
These services are added to Taverna environment through of inputting service’s 
WSDL, creating a new WSDL Scavenger. From now on, all the operations described 
in WSDL (processors) can be added to the workflow model. That process is done for 
each web service presents in workflow. In this point, the relevant processors are 
added to model conforms presented in figure 2 (Advanced model explorer window). 
Workflow input and output created in our model are labeled as chromatograms and 
results, respectively. Finally, input and output ports are connected, chaining the 
workflow as depicted in figure 2 (Workflow diagram window). Another way of 
obtaining processors is through keyword search over more than 3000 services 
available to the Taverna Workbench. Taverna services can be local Java services, 
standard WSDL Web Services, or specialist processors created for use in myGrid (as 
with BioMart and BioMoby for example). BioMoby supplies a subset of 
bioinformatics services and pre-formatted objects ready for use. 

Workflow execution. Run Workflow window (see figure 2) enables to load the 
GARSA workflow input. Then, a chromatograms file is loaded in run workflow. 
During execution, the user can steer the workflow execution through the 
pause/resume facility. Another way to pause the workflow execution is putting 
breakpoints in workflow steps. The e-Scientist has the possibility of observing the 
events returned for each processed entity. These events demonstrate the status of each 
workflow object while it is processing and also correspond to state transitions of the 
service component. Several messages are emitted such as ProcessScheduled, 
ProcessComplete, serviceFailure, etc. For each executed object is registered some 
information such as name, last event, event timestamp, event detail and breakpoint. It 
is also exhibited a graph representing the execution flow and the intermediate 
inputs/outputs. 

Provenance and semantic support. Taverna offers the possibility to investigate 
the results obtained after the workflow execution. However, this relevant functionality 
is still very limited in this current version of Taverna. In Taverna Workbench there is 
the Provenance Browser window where the scientist can retrieve a log of the 
workflow execution and obtain a workflow version history. For each workflow 
execution is returned the workflow id, execution date and author name. Also it is 
possible to open the old versions for re-executing them. Semantic support is a positive 
issue provided by Taverna Workbench, e-scientists can add descriptive information to 
the workflow inputs through 'Metadata Editor' window. Moreover, Taverna offers 
support to ontologies and is fully integrated with Gene Ontology (GO), this allows the 
annotation of data, workflows and services and allows their classification by e-
scientists. rapidly have their experiments related with GO. The new directions point to 
using new semantic patterns, such as: RDF, LSIDs. 

Data management. Taverna with myGrid has very important and advanced tools 
for data management. It supports a suite of ontologies for each data category found in 
a bioinformatics experiment. DBMS access is also available. It works with LSID as a 
universal identifier, which helps data export. However, Taverna has its own data 
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representation through its specific schema definition. All data managed by the 
workflow is stored according to myGrid representation tables that can be queried and 
provide data provenance. All this rich semantic support prevents the use of any other 
logical schema different from myGrid’s. This limitation allows experiment data 
exchange only among myGrid managed workflows. 

5   Comparisons 

Our research group is involved in the BiowebDB Consortium, which aims at 
supporting genomic workflows to provide interoperability among different analyses 
tools and more sensitive algorithms for distant homology detection. As far as we are 
concerned Kepler is more suitable than Taverna to accommodate GARSA and other 
BiowebDB workflows. We found Kepler more flexible, stable and grid-enable than 
Taverna although both present some limitations when compared with the user 
requirements defined on Section 2.  The reasons that guided us to choose Kepler will 
be discussed as follows. 

Kepler is not a bioinformatic-specific tool like Taverna, its interface is simple to 
use and present a feature that enables the steering of GARSA workflow execution. 
The reuse of single actors on Kepler is feasible, but composed actors (sub-workflows) 
are harder to reuse, besides up to now, concrete workflows are stored as single 
personal experiment, it can not be shared or updated in a collaborative way on a given 
repository. 

Unlike Kepler, Taverna was designed with the purpose to support bioinformatics 
projects it support the use of LSIDs, annotations and present a quick access to Gene 
Ontology. It employs a hybrid architecture which includes Web services amongst 
other components, like Java, BioMoby and so on. Despite those facilities and myGrid 
initial motivation to grid computing, it is quite hard to use Taverna on a distributed 
grid environment. In addition, all this rich its semantic support is coupled to a specific 
data representation schema, which makes it almost impossible to use others data 
models like GUS schema. 

Taverna is a plug-in based platform and presents user-friendly interfaces for 
designing and executing phases. However, design process has a poor diagrammatic 
tool to build workflow and chain inputs and outputs. The positive aspect in design 
process is the ease of finding services as the user can do a keyword search that covers 
bioinformatics service databases in Biomart and Biomoby platforms. During 
execution process the e-Scientist is limited to a low-level interaction with its 
workflow. Taverna supplies steering facilities, but putting away relevant capabilities, 
such as the possibility of user interfering in execution for redefining parameters, 
redesign part of the workflow model.  

Despite Kepler’s poor typed data, there is wide support to complex data 
transformations, like the ones required by GARSA’s Web services. Up to now, we 
noticed that there is an increasing support to grid services and the incorporation of 
semantic types that can provide a link between the structural type and concept 
expressions from user’s ontology. Considering workflow scheduling there is no built-
in support to performance prediction, execution monitoring, annotations and built in 
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logging strategies on Kepler. However, considering that some of these workflow tasks 
will run on the grid, the workflow will be scheduled by grid tools which have efficient 
schedulers. Despite being a time-consuming and error prone features, it should also be 
drawn by the e-Scientist on the abstract workflow. Kepler offers support and facilities 
to connect and query many kind of standard relational database, its even possible to 
connect to functional genomics databases, such as GUS[16]. 

6   Conclusion and Future directions 

As the usability and computation capacity of the Grid increases, there will be growing 
demand to integrate scientific applications and databases through scientific workflow. 
There are a number of important aspects to facilitate the development of the grid 
workflows using service oriented architecture, such as: 1) applications may be offered 
as a service; 2) services may be registered on a common repository or be discovered 
using search engines; 3) Web service based workflow composition tools may 
orchestrate different kinds of service as long as the services can exchange messages 
effectively. Integrating scientific workflow based on distributed grid services 
environments promises to be a chief advantage over local-based alternatives. 

Our projects are driven by open source tools and standard proposals for Web 
services workflows, such as Java, OPAL, Tomcat-Axis, GT4 and GUS. Choosing an 
adequate WfMS can be a difficult decision. We addressed important WfMS support to 
assist potential e-scientists to estimate and plan the use of workflow engines within 
their bioinformatics projects through WfMS for Grids. In this paper, we shared our 
experience and insights gained reviewing common bioinformatics workflows 
requirements, using and evaluating Kepler and myGrid on distributed environments. 
In addition, a genuine workflow example, the GARSA workflow, was used to validate 
our evaluation. Real world GARSA users have different requirements for filtering, 
storing and retrieving data flowing through this workflow, we could migrate it the to 
scientific workflow engines on grid environments.  
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Abstract. This paper presents IGRAFU, a user-friendly tool for phylo-
genetic trees reconstruction. This tool includes DiGrafu, a solution based
on the distance method that integrates FastME, Weihgbor, BIONJ and
NJ programs. IGRAFU also includes the Phyml program and a parallel
version for Phyml bootstrap. This paper presents a performance evalua-
tion and validation of proposed solutions.

1 INTRODUCTION

There are many phylogenetic tree reconstruction programs [1] [2] [3] [4] [5]. It is
therefore difficult for the user to choose which program is the best to cover his
(or her) needs. In order to alleviate this problem, many researchers have made
studies to evaluate the developed programs [6] [7] [8] [9].

This paper presents IGRAFU as a user-friendly tool that is intended to help
the user in choosing the most appropriate programs. Besides, molecular phylo-
genetic analysis requires a large amount of computation, then it is important
to develop high performance solutions such as Fastdnaml [10] (an example of
parallel solution). Also, IGRAFU includes a parallel implementation.

The remainder of this paper is organized as follows: In section 2.1 we describe
IGRAFU. In section 2.2 we explain DiGrafu, which is based on the distance
method. In section 2.3 we report the inclusion of Phyml [6], which is based
on the maximum likelihood method, in IGRAFU. In section 2.4 we describe a
parallel version of Phyml and its performance evaluation. Finally, in section 3
we present our conclusions and a description of the future work.

2 IGRAFU

IGRAFU is a user-friendly tool. It includes DiGrafu, which is a phylogenetic tree
reconstruction program based on the distance method. It also includes Phyml,
a phylogenetic tree reconstruction program based on the maximum likelihood
method and a parallel version of Phyml boostrap. IGRAFU recognizes the follo-
wing input formats: nexus, phylip or nafta. It includes the Hypertree [11] pro-
gram for tree visualization and a text editor for visualization of the output data.
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IGRAFU is a tool developed to run on PCs clusters. It can run in sequential
mode in any one of the cluster nodes or in parallel mode using any number of
cluster nodes. It has been developed in Java (version 1.5.0 01) and presently
runs on linux platform.

IGRAFU is a self-contained graphic interface package, i. e., the installation
package has all the programs and necessary modules for its functioning. The
Figure 1 presents two screens of IGRAFU. The first screen shows the user option

Fig. 1. Screens of IGRAFU

for phylogenetic tree reconstruction methods and the second screen illustrates
the tree visualization through the Hypertree program.
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2.1 DiGrafu

There are many programs based on the distance method. We have studied and
selected five main programs: NJ [28], BIONJ [1], UPGMA, Weighbor [12] and
FastME [29]. Then, we developed a tool that allows exploring the best charac-
teristics of these programs. Each program uses as input a distance matrix which is
calculated through the Dnadist 3.6 [13] program. This program is also integrated
in DiGrafu.

Through Digrafu, the user does not worry about choosing the best suited
program as our program selects the best option. Digrafu´s choice is based on
the input data and an additional option provided by the user to set the priority
on execution time, accuracy or a mix of both.

We used synthetic data sets in order to evaluate the distance-based methods
under consideration. In a simulated environment, the true tree is artificially
generated and forms the basis for comparison among the phylogenetic methods.
We used the 5.000 trees generated by Guindom and Gascuel in [6], each tree
having 40 taxa. These phylogenies have a broad variety of deviations from the
molecular clock and various evolutionary rates. The mean branch lenght is equal
to 0.06 substitutions/site and the average ratio of the lengths of the longest and
the shortest lineages is equal to 3.4. According to [6], these values come from an
analysis of substitution rates in various organisms and of numerous published
phylogenies. Then, we generated sequences of 500 base pairs (bp) in length from
these phylogenies using Seq-Gen [14]. This program generates sequences data
sets based on a model tree and an evolutionary model and it is commonly used
for generating synthetic data sets [6] [27] [8]. We generated sequences under the
Kimura 2-parameter (K2P) model [15], with a transition/transversion ratio of
2.0 and the Juckes Cantor (JC69) model.

These sequences are passed to the phylogenetic reconstruction method, which
infers a tree based on the given sequences. The inferred trees are then compared
against the model tree for topological accuracy. We use the Robinson-Foulds dis-
tance [19] to measure the discrepancies between trees. This distance corresponds
to the number of internal branches that are found in one tree and not in the other
one. The Robinson-Foulds distance is calculated using the TreeDist program
from Phylip [13]. This value is not normalized, if it is 0.0 then both topologies
are identical, meaning that when the distances are smaller, the trees are more
similar.

We plotted the Robinson-Foulds distance against the maximum pairwise di-
vergence (MD) in the sintetic data sets. The (uncorrected) divergence between
two sequences is the proportion of sites where both sequences differ. The figure
2 shows the results for K2P and JC69 models.

The FastME solution has four versions: the GME+FASTNNI solution is
the combination of greedy ordinary least-squares minimum evolution tree cons-
truction algorithm (GME) and the FASTNNI tree swapping algorithm. The
GME+BNNI solution is the combination of GME with the BNNI tree swap-
ping algorithm based in the balanced minimum evolution framework. The BME
+ FASTNNI solution is the combination of balanced minimum evolution tree
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Fig. 2. Topological accuracy of Neighbor, UPGMA, BIONJ, Weighbor,
GME+FASTNNI, GME+BNNI, BME+FASTNNI and BME+BNNI as a func-
tion of the divergence between sequences.

construction algorithm (BME) and the FASTNNI algorithm. The BME+BNNI
solution is the combination of BME with BNNI.

The results are in accordance with expectations and with previously pu-
blished simulations [6] [7] [8]. When the MD is low, phylogeny reconstruction
is difficult because there is not enough information in the data to estimate the
short internal branches. With a high MD, saturation corrupts the phylogenetic
signal and reconstruction is again problematic. This explains why all methods
perform better with medium divergences rates. Figure 2 indicates that UPGMA
presented the worse values (higher values). This method is old and it is not
good for sequences data sets. It can still be inferred from these figures that the
Weighbor, GME+BNNI and BME+BNNI methods had been most accurate.

Also, we plotted the execution time against the sequence divergence. This
execution time was measured using the times library of PERL and it includes the
execution time of Dnadist program. Figure 3 shows these results. It indicates that
all the methods had a similar behavior, except Weighbor, which increases the
computational requirement in considerable way for using likelihood calculations
to improve the exactness. BIONJ, was always the fastest method, except in the
point of MD 80% of K2P model, where the FastME versions presented better
performances.

Thus, DiGrafu is implemented taking into consideration the results shown
above, where UPGMA is not taken in account by its poor performance. DiGrafu
chooses the best method in each value of the sequence divergence and for each
model. When the user selects the execution time as priority, DiGrafu executes
BIONJ, which is the most efficient in almost all cases. When the user selects
the execution time and accuracy, DiGrafu executes the method that provides
to greater exactness, except Weighbor (its execution time is very high com-
pared to the other methods). In these cases the FastME method (in the versions
BME+BNNI and GME+BNNI) was the most used. When the user selects accu-
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Fig. 3. Execution time of Neighbor, UPGMA, BIONJ, Weighbor, GME+FASTNNI,
GME+BNNI, BME+FASTNNI and BME+BNNI as a function of the divergence be-
tween sequences.

racy, DiGrafu chooses the method with higher exactness. Weighbor is then the
most used method and FastME, in the versions BME+BNNI and GME+BNNI,
is chosen a few times.

In order to validate DiGrafu, it was submitted to the same previous perfor-
mance tests, whose results are shown in figure 4. The results are in accordance
with expectations. DiGrafu[ta] (execution time and accuracy) is always more a-
ccurate than or equal to DiGrafu[t] (execution time). DiGrafu[a] (accuracy) was
the most accurate of the three. Figure 5 shows the execution time. This figure
shows that DiGrafu[t] was the fastest and DiGrafu[a] was most demanding in
processing time.

Digrafu in IGRAFU Figure 6 shows two screens of Digrafu in IGRAFU.
At the first screen, the user must specify the input file (nexus, phylip or nafta
format) and the output file. The user also chooses the execution time (execução
in Portuguese) and/or accuracy (exatidão in Portuguese), and he must define if
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Fig. 4. Topological accuracy of DiGrafu[t](execution time), DiGrafu[ta] (execution
time and accuracy) and DiGrafu[a] (accuracy) respectively for JC69 and K2P models
as a function of the divergence between sequences.

________________________
BSB 2007 Poster Proceedings

120



Fig. 5. Execution time of DiGrafu[t] (execution time), DiGrafu[a] (accuracy) and Di-
Grafu[ta] (execution time and accuracy) for JC69 and K2P models as a function of the
divergence between sequences.

the data correspond to DNA or protein. At the second screen, the user defines
the evolution model based on the parameters of Dnadist program.

2.2 Phyml

There are many maximum-likelihood based programs for phylogenetic recons-
truction [18] [10] [2]. We selected Phyml because it is of public domain and
mainly by its efficiency and accuracy [6] [17]. The current version implements
several models of nucleotide sequence evolution: JC69, F81 [16], HKY [20] ,
TN93 [21] and GTR. The Dayhoff [22] and JTT [23] models for proteins are also
available. A discrete gamma distribution [3] can be used to account for variable
substitution rates among sites. The parameters of these models can be either
user defined or fitted to the data by likelihood maximization. Phyml can also be
used to refine a user-supplied tree [6].

Phyml program in IGRAFU The Phyml version included in Igrafu is 2.4.5.
The figure 7 shows Phyml in Igrafu.

The first screen shows some options of Phyml, such as the input file, whether
the data is DNA or Protein, whether the format is interleaved (intercalado in
portuguese) or sequential (sequencial in portuguese) and if the bootstrap option
is selected. The second screen illustrates the evolution models implemented in
Phyml for DNA data. Also, it has the tree (”arvore” in portuguese) option,
where it is possible to select the optimization options and the BIONJ program
or an user supplied tree.

2.3 Parallel Bootstrap of Phyml

Phyml has two forms for executing bootstrap: internal or external. In the internal
form, the bootstrap data is generated by Phyml using non parametric bootstrap
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Fig. 6. Screens of DiGrafu in IGRAFU

analysis. It generates a single bootstrap tree in nexus format. In the external
form, the bootstrap data can be generated for other program, such as Seqboot
(Phylip [13]), for example. Phyml then generates an output file with all trees.

We implemented a parallel version in MPI [24] for internal and external
parallel bootstrap in Phyml. Our parallel version for external form consists in
dividing the data set for each processor, what is done parallelizing a loop. Each
processor generates an output file with the generated trees.

In the parallel version for the internal form, there is a central processor; it
generates all data for bootstrap in a matrix. This matrix is divided in parts
for each processor using the MPI Scatterv primitive of the MPI standard, and
then a loop is parallelized in order that each processor executes its data sets
and generates its statistics. Last, the partial score of each processor is sent to
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Fig. 7. Screens of Phyml in IGRAFU

the central processor by the MPI Reduce primitive and the central processor
generates an output file with the bootstrap tree.

Visualization in IGRAFU The figure 8 illustrates two screens for the choice
of bootstrap. The first screen shows the choice of sequential mode and the choice
of internal or external form. Also, it shows the option for which processing node
to execute the program. The second screen shows the choice of parallel mode,
how many nodes to use and the bootstrap number.

Results analysis We used our parallel cluster composed by five Xeon 3.2 Ghz
64 bits, 2 GB RAM and 160 GB HD computers interconnected by gigabit e-
thernet switch (http://labbi.uesc.br/cluster).
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Fig. 8. Screens of the bootstrap choice in sequencial and parallel form

In order to validate the parallel version, we used the data sets of springtails
[25] which are composed by 59 species and 589 sites. We ran a bootstrap for 100
data sets on sequential and parallel versions.

The output data for external form is the same on parallel and sequential
versions because we used the results generated by Seqboot program for the two
versions. The output data for internal form is not the same because the data is
generated using random numbers, but it is similar in the two versions. Table 1
shows the execution time and speedup of the parallel version using internal form
for springtails data. The execution time is reduced when the number of processors
increases as there is communication overhead the speedup is not linear. Table
2 shows the execution time and speedup of the parallel version using external
form for springtails. The execution time is again reduced when the number of
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Table 1. Performance evaluation of internal parallel bootstrap of Phyml

Processors Number Execution T ime (seconds) Speedup

1 623 1

2 419 1.49

3 266 2.34

4 210 2.97

5 177 3.52

Table 2. Performance evaluation of external parallel bootstrap of Phyml

Processors Number Execution T ime (seconds) Speedup

1 581 1

2 300 1.64

3 197 2.94

4 160 3.63

5 120 4.84

processors increases, but, as there is no communication overhead, the speedup
is quasi-linear.

3 Conclusions

We developed, implemented and tested DiGrafu. Our solution includes four po-
pular distance-based programs; it selects which program to use analyzing input
data set and efficiency and/or accuracy criteria. We developed, implemented
and tested a parallel version of bootstrap for Phyml program. We also deve-
loped IGRAFU. It integrates DiGrafu, Phyml and the parallel version for Phyml.
IGRAFU is a user-friendly tool for cluster machines. In future works, we intend
to include others phylogeny reconstruction programs and parallel versions. Also,
we intend to include a program similar to MODELTEST [26] in order to help
the user to choose the evolution model and its parameters.
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Abstract. In-silico experiments have shortened the path to new discov-
eries reducing the need of expensive and time consuming in-vitro exper-
iments. The corresponding biological knowledge must be represented in
terms of data. Traditional conceptual modeling languages have been used
to build conceptual data schemas. However, they are not adequate to
represent non-monotonic inheritance, complex relationships and multi-
representation, to name a few. In this paper we present a set of con-
structs and features that should be considered in a conceptual modeling
language in order to enforce most of the biological domain requirements.
In addition the proposed data model is formalized using �rst order logic,
which permits to verify the consistence of a generated data schema.

1 Introduction
Conceptual data languages are quite important in computer science as they are
the key for translating the real world objects into computer executable systems.
An important feature of conceptual data modeling languages is the facility of
specifying concepts of the Universe of Discourse (UoD) using some kind of ab-
straction. Representation is the outcome of an abstraction process, followed by
a classi�cation process (e.g. clustering all entities that are considered similar).
Besides, conceptual data modeling languages are tools that aim at facilitating
the communication among end-users and designers by focusing only on "what"
must be represented and not "how" data is implemented in computer systems.

The design of a conceptual schema from scratch is a hard and time consuming
task [1]. The level of di�cult of this task is dependent on the expressive power
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of the constructs provided by the conceptual language used in performing this
task. For example, in some speci�c application domains, such as the geographical
and multimedia, a conceptual schema can be very hard to be achieved. The main
reason is because conceptual languages, which were used to design the conceptual
schema, are not equipped with adequate constructs to represent those domains.
Thus, new conceptual languages must be developed in order to facilitate the
representation of speci�c application domains. Some proposed spatio-temporal
conceptual languages serve as good examples of those e�orts in facilitating data
representation for geographical information system domain.

At the best of our knowledge, there is no conceptual data modeling proposal
speci�c for the biological domain. The modeling process of biological systems
requires either extensions to foundational constructs used in traditional modeling
languages (e.g. EER[2]) or the provision of new constructs to support speci�c
domain aspects. Indeed, we could adopt a combination of ORM [3] or UML
constructs.

Therefore, we claim that there is a need for a conceptual data modeling
approach to support the representation of biological data. In this work we �rst
present a possible solution for this problem, de�ning some conceptual constructs
that are more adequate to represent biological concepts. We then apply some of
our ideas to a practical case study in the molecular biology domain. Finally we
conclude and comment on contributions and future work.

2 BioConceptual Language

We have raised a list of requirements that should be ful�lled by a language
in order to conceptually represent objects and relationships. Current (generic)
conceptual modeling languages do not or only partially satisfy these biological
domain requirements. We will brie�y mention below some requirements that
justify an ad-hoc modeling approach. The reader should refer to [4,5] for further
details and a complete discussion.

� domain complexity: e.g. one biological concept may be represented in dif-
ferent levels of abstraction; also, there are many similar but not identical
concepts that are challenging to model, such as amino acids. Besides am-
biguous de�nitions, even for basic concepts as a gene.

� special relationships: e.g. the speci�cation of orders and patterns, due to
DNA sequence orders and motifs, that are related to subsequences repre-
senting promoters, stop codons, and others; Also, there is a need to enrich
semantics, in order to capture all di�erent classes of the part-whole and
part-of relationships.

� is-a links: inherited relationships in biology are typically non-monotonic and
traditional conceptual modeling languages are limited to represent only those
generalization relationships where properties from subclasses cannot rede�ne
the inheritance from superclasses properties. Usual modeling tricks either
under or over speci�cate the real world semantics.
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� pot-pourri: constraints and the speci�cation of automatic classi�cation of
instances; constraints over hierarchies; integration with ontology; large and
overlapping hierarchies; the distinction of functions and structures; spatial
and temporal information.

Enhancing Relationships Semantics

In biological domain relationships among concepts plays a fundamental role.
Since new discoveries in biology are usually made by comparing data in hand
against existing knowledge, it is very important that existing relationships among
concepts have a clear semantics in order to facilitate new discoveries.

Aggregation relationships is an example of the semantic expressive limitation
of current approaches. Although aggregation relationship is used to represent
the con�guration of real-world things they do not express how this con�guration
is assembled. For instance, to represent a transcribed region as a composition
of introns and exons we need to specify in what order this is achieved. The
representation of biological components con�guration is very important because
they permit life scientists to identify important patterns into DNA sequences
(also known as motifs[6]).

We claim that a modeling language should incorporate a special construc-
tor, called con�guration constraint, to aid the designer to specify a con�gura-
tion using aggregation relationships. This constructor can be used to specify a
regular expression that may express the con�guration of a speci�c aggregation
relationship. The reader may refer to [5] for some examples of this and other
constructors.

Implementing non-monotonic IS-A relationships

Sometimes a biology application wants to di�erentiate associations in hierarchy
levels (i.e. non-monotonic inheritance). Figure 1 refers to the same example pre-
sented before but now using a is-a link between relationship types. It illustrates
the case where the application wants to represent that every biomolecule may
have multiple structural components but proteins have none or at most one al-
pha helix, which is a structural component. This �gure shows a re�nement of
a role consisting in attaching the role to a subtype of the object type that is
attached to the inherited role. The cardinalities of both roles are inherited by
AlphaHelix with modi�cations. The design ensures that proteins have only one
alpha helix structure. Indeed, the cardinality (0,N) in StructuralComponent role
has been restricted to (0,1) in AlphaHelix role.

Multiple representations

Each application has its own perception of the real world, leading to speci�c re-
quirements, both in terms of what information is to be kept and in terms of how
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Fig. 1. Non-Monotonic Inheritance

the information is to be represented. Di�erent applications, which have overlap-
ping concerns about real-word phenomena, normally require di�erent represen-
tations of the same phenomena. Di�erences may arise in all facets that make up
a representation.

We propose a mechanism called perception that aims to specify perceptions
of di�erent applications. In order to illustrate this problem, we use an annotation
application example that supports the research of di�erent research groups for
the same genome project. Both laboratories responsible for these projects use a
similar range of biological elements (e.g. genes, proteins, etc), but utilize di�er-
ent representations of their data. Each laboratory has an analysis group which
studies their regions, make annotations and suggest the associated functions.
In order to succeed with the integration of both annotation systems a range
of issues has to be tackle (e.g. same annotation vocabulary). Using the notion
of perception, where each laboratory represents a separate perception, makes it
possible to achieve this challenge in a �exible and logical manner.

To illustrate the possibility to add perception speci�cation in a conceptual
data model, let us assume now that three research laboratories use the concept
Gene in di�erent ways. The Figure 2 illustrates the representation of Gene con-
cept and the speci�cation of three perceptions (i.e. LaboratoryA, LaboratoryB
and LaboratoryC). Perception information are organized hierarchically where
each internal node represents a di�erent user de�ned perception and each leaf
node represents a data schema element, such as: object data type, relationship
type or attribute type. The perception hierarchy is based on generalization rela-
tionships. Thus, structure and behavior can be inherited. In addition, overloading
and overriding mechanisms can be applied to perceptions. The root perception
node is always Context, which contains some basic generic structure as well as
behavior that is shared by all inheritors, unless overridden.

The general idea is to associate object types, attributes or relationship types
with perceptions. Associations between data schema elements and perception
hierarchy may be implicit or explicit. Implicit association is made by using same
names for perception and data schema elements. A dot notation is used to de-
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Fig. 2. Contexts and di�erent representations to the Gene object data type.

scribe attribute names of object data types or relationship types. For example,
the Gene object type is implicit associated with two perceptions: LaboratoryA
and LaboratoryB throughout two perceptions named Gene as illustrated in Fig-
ure 2. Conversely, the explicit association is made by using dotted oriented lines
as represented in Figure 2 between Publication attribute and Gene.Publication
perception. An explicit association indicates that a data schema element (Pub-
lication attribute) only exists in the associated perception (Gene.Publication
perception) whereas an implicit association, when exists, denotes a new percep-
tion of the data schema element in the associated perception.

3 Formalization Approach
In this section we show the formalization of our language. We have use the hy-
brid approach by Berardi et al [7] as our formalization framework. This approach
aims to associate formal semantics for the graphical constructs permitting to
take advantage of methodologies developed in software engineering and to use
all framework developed for logic theories when necessary. Logical theory may
help to permit the understanding formalization, veri�cation, correction, auto-
mated reasoning and model inference. In this way we also permit that conceptual
diagrams could be formally veri�ed and manipulated by machines.

We use as descriptive language the �rst order logic because it presents a
precise semantics with an expressiveness adequate to represent complex con-
straints of biology domain. An important aspect of this approach is to obtain
a well-formed logical theory from conceptual diagrams. In this manner, we may
explore the characteristics of this logical theory to simplify inferences, reaching
decidability and adequate computational complexity for reasoning procedures.
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The meta-model represents the alphabet that will be used to de�ne the data
schema. Each schema element is represented as a logical predicate, which asso-
ciates an element of the meta-model (intension) with their instances (extension).
For example, the Gene concept which is an object type may be syntactically de-
�ned by Gene(x), where x stands for all possible instances of this concept.

Similarly, an attribute is also represented as a logic predicate related with
object type that it belongs to. Thus, attributes are binary predicates comple-
mented with assertions to represent data type and multiplicity. For example, the
A attribute of T type from C class and multiplicity i..j can be mapped to the
binary predicate A(x, y) additionally to the following assertions:

� Assertion for attribute data type: ∀ x, y.(C(x) ∧ A(x,y) ⊃ T(y)
� Assertion for attribute multiplicity:∀ x.(C(x)⊃ (i ≤ #{y | a(x,y)}≤ j) 5

For example, the object type Gene that has the following attributes : id,
creation, authority and publication. The id attribute is a number, creation is
represented by a date, authority stores a string represent the author name and
a set of publications. These de�nitions will be transformed into a set of the fol-
lowing formulas:

Attributes Axioms
∀ x, y.(Gene(x) ∧ id(x,y)) ⊃ Number(y)
∀ x.(C(x)⊃ (i ≤ #{y | id(x,y) ≤ 1)

∀ x, y.(Gene(x) ∧ creation(x,y)) ⊃ Date(y)
∀ x.(C(x)⊃ (i ≤ #{y | creation(x,y) ≤ 1)

∀ x, y.(Gene(x) ∧ authority(x,y)) ⊃ String(y)
∀ x.(C(x)⊃ (i ≤ #{y | authority(x,y)} ≤ 1)

∀ x, y.(Gene(x) ∧ publication(x,y)) ⊃ Set(y)
∀ x.(C(x)⊃ (i ≤ #{y | publication(x,y) ≤ 100)

Relationships are modelled as relationship types that model properties, which
are not local properties because they involve another classes. Then, a relationship
between two classes is a property in both classes. We may represent a binary
relationship between C1 and C2 classes using a R binary predicate

∀ x1,x2.R(x1,x2) ⊃ C1(x1) ∧ C2(x2)

Figure 3 illustrates a relationship type between Gene and Protein object
types. According to our approach this relationship may be de�ned as follows:
5 This is a reduced representation for the logical formula to represent the possible
values of y
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Gene
 Protein
1..n
1..n
 express
1..n
 1..n


Fig. 3. A diagram showing a relationship type linking two object types

∀ x1,x2.express(x1,x2) ∧ Gene(x1) ⊃ Protein(x2)

The multiplicity of relationship types must also be expressed as predicates.
We show how to represent multiplicity between C1 and C2 classes:

∀ x1.C1(x1) ⊃ (min1 ≤ #{x2 | R(x1,x2)} ≤ max1)
∀ x2.C2(x2) ⊃ (min2 ≤ #{x1 | R(x1,x2)} ≤ max2)

The complete logical representation of our example illustrated in Figure 3 is
showed below:

Axioms
∀ x1,x2.express(x1,x2) ∧ Gene(x1) ⊃ Protein(x2)
∀ x1.Gene(x1) ∧ (1 ≤ #{x1 | express(x1,x2)} )
∀ x2.Protein(x2) ∧ (1 ≤ #{x1 | express(x1,x2)} )
Figure 4 illustrates the use of "IS-A" link indicating that there are twos types

of genes: mouse and human. The "IS-A" link is used to denote the semantics of
subsumption between two classes. It is also possible to include some constraints
over involved classes in "IS-A" relationship. The regular use of these restrictions
are:

� Disjoint: di�erent subclasses do not have common instances;
� Complete: for all instance that belong to superclass they must belong to at

least one subclass;

The de�nition of "IS-A" link and their features may be formally speci�ed by
the following formulas:

� "IS-A" link: ∀x.Ci(x) ⊃ C(x) para i = 1, ..., n
� Disjoint Constraint: ∀x.Ci(x) ⊃ Cj(x) para i 6= j
� Complete Constraint: ∀x.C(x) ⊃ ∨n

i=1 Ci(x)

Applying this formalization over the example illustrated in Figure 4 we be-
came to the following axioms:

Axioms for "IS-A" links
∀x.Human(x) ⊃ Gene(x)
∀x.Mouse(x) ⊃ Gene(x)
∀x.Human(x) ⊃ ¬Mouse(x)
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Gene


Human
 Mouse


{disjoint}


Fig. 4. Classifying Gene type into two subtypes using IS-A link

Our approach emphasizes the Constraint constructor that may be applied to
another constructor (e.g. object type, relationship type, etc). Thus, constraints
may be formalized through logical formulas directly written by modeler. For ex-
ample, whether modeler want to establish that exist a relationship among genes
but these relationship must only include homologue gene(i.e. genes that have
80% of similarity), he may associate a constraint to the respective relationship
type declaring:

Axiom for Constraint
∀x, y.(x 6= y ∧Gene(x) ∧Gene(y) ∧ similarity(x, y, 80%)) ⊃ homologue(x, y)

The fact that we have an approach to map a conceptual diagram to a set
of logical formulas permit us to verify formally relevant properties of the gen-
erated conceptual schema. For instance, some inferences may be executed over
the schema such as:

� Object type consistence
� Schema consistence
� Subsumption veri�cation
� Object type equivalence

An object type is consistent whether the data schema accepts an instance of
this object type. Intuitively, an object type can be populated without violating
any constraint imposed by the schema. The object type inconsistence indicates
an design error. However, the detection of one error may enable the data mod-
eler to rede�ne speci�cations. An object type is consistent if and only if there
is a model that satis�es the set of all assertions derived from a speci�c BioCon-
ceptual schema. More formally, Let Γ model a set of assertions and C(x) the
predicate associated to the data type C. Then C is consistent if and only if:

Γ |= ∀x.C(x) ⊃ true
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Human
 Mouse


Cancer
 NOTCancer

BrainDisease
 NOTBrainDisease


{disjoint}


{disjoint, complete}


Gene


Fig. 5. An inconsistent conceptual schema

Figure 5 shows an example where an inconsistent schema.
Performing inferences over this schema we obtain the following logical con-

sequences:

Γ |= ∀x.NOTCancer(x) ⊃ false
Γ |= ∀x.Human(x) ⊃ Cancer(x)
Γ |= ∀x.Cancer(x) ≡ Human(x)

The �rst logical consequence demonstrates that the NOTCancer object type
can have instances. The second logical consequence determines that all Human
instances are also Cancer instances. Finally, we may deduce from the third logical
consequence that Cancer and Human object types are the same. In this case,
the resulting conceptual model must merge these two concepts into one.

4 Conclusions and Future Work

In this paper we have proposed some conceptual modeling language constructs
and mechanisms for the molecular biology domain. Our proposal is established
on object-oriented framework using an UML-like notation as graphical language.
We have de�ned and formalized an initial set of constructs and features that meet
requirements in terms of data modeling in the biological domain.

We have elicited biologists data modeling requirements towards the speci�ca-
tion of a tailored data representation language. These requirements are related to
fundamental conceptual modeling constructs and mechanisms that should serve
as the basis for ad-hoc languages.

Our current and future research work focus with further studies of require-
ments, case studies and the speci�cation of an actual data modeling language.

________________________
BSB 2007 Poster Proceedings

136



We claim that this would be a very important tool tailored that could help with
database design, data integration and query de�nition, among other applications
and user needs.

References
1. Chen, I.M.A., Markowitz, V.M.: An Overview of the Object-Protocol Model (OPM)

and OPM Data Management Tools. Information Systems 20(5) (1995) 393�418
2. Gogolla, M., Hohenstein, U.: Towards a semantic view of an extended entity-

relationship model. ACM Transactions Database System 16(3) (1991) 369�416
3. Halpin, T.: Object-Role Modeling. http://www.orm.net (2006)
4. de Macedo, J.A.F., Lifschitz, S., Porto, F., Picouet, P.: Dealing with some con-

ceptual data model requirements for biological domains. In: IEEE Symposium on
Bioinformatics and Life Science Computing (BLSC07). 2007 pages 651�656.

5. de Macedo, J.A.F., Lifschitz, S., Porto, F., Picouet, P.: A conceptual data model
language for the molecular biology domain. In: IEEE International Symposium on
Computer-based Medical Systems (CBMS07). 2007 pages 231�236.

6. Crochemore, M., Sagot, M.F.: Motifs in sequences: localization and extraction. In:
Handbook of Computational Chemistry. Marcel Dekker Inc. (2005)

7. Berardi, D., Calì, A., Calvanese, D., De Giacomo, G.: Reasoning on uml class
diagrams. (Technical report)

________________________
BSB 2007 Poster Proceedings

137



About a preference for stop-resistant codons in 
eukaryotic protein-coding genes 

Francisco Prosdocimi1, J. Miguel Ortega1,* 
1 Laboratório de Biodados, Dept Bioquímica e Imunologia, ICB-UFMG, Brazil 

{franc, miguel}@icb.ufmg.br 

Abstract. The application of stepwise nucleotide substitutions in poli100-codon 
sequences disposed in-tandem allowed us to verify which codons are more 
prone to be replaced by stop codons. Observing a poli-codon sequence in silico 
evolved, we defined a 1% Death Lethal dose for each codon, meaning how 
many substitutions it can resist before mutating to stop codon. Lower DL1stop, 
higher the chance of a codon being replaced by a stop. Due to genetic code 
degeneracy, different codons codify same amino acids and, therefore, there will 
be synonymous codons presenting different DL1stop indices. We evaluated all 
KEGG protein-coding genes of 9 eukaryotic and also synthetic random genes in 
order to find whether natural selection have selected genes to prefer the 
utilization of stop-resistant synonymous codons or not. Although this selection 
has not proven to be a general pattern, we observed the presence of genes using 
mainly stop-resistant codons, such as many S. pombe ribosomal proteins.  

Keywords: genetic code, natural selection, codon usage, evolutionary stability, 
stop codons 

1   Introduction 

The evolution of protein-coding genes is clearly related to the functionality of the 
protein, since natural selection must keep all the organisms’ metabolism working 
properly. Thus, individuals presenting a number of non-functional proteins probably 
will not be able to produce viable offspring. However, proteins evolve from random 
DNA mutations and therefore, mutations will only be maintained if they do not 
produce too much modification in the protein structure and/or function. Many amino 
acid substitution matrices have been described to suggest different effects of amino 
acid residue replacement on actual proteins [1]. Although these matrices were built 
considering many factors that might alter protein function, such like residue 
conservation [2, 3], amino acid chemical properties [4, 5], frequency of amino acid 
contacts in protein structures [6], residue volume [4], hydropathy [7], frequency of 
dipeptides [8] and many other characteristics; none of them have tried to weight the 
value of the worse kind of amino acid substitution possible: the mutation into a stop 
codon. 

Although protein evolution depends on natural selection, mutations in protein-
coding genes will only be maintained if they produce functional proteins. Moreover, 
the evolutionary kinetics of amino acid replacement in protein sequences is clearly 
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linked to the codon-amino acid attributions given by the genetic code [9-11]. It is well 
known that genetic code minimizes the effect of mutations by using similar codons to 
codify for the same amino acid, avoiding non-synonymous mutations [9, 12, 13]. 
Although somewhat allowing DNA mutation resistance, synonymous codons clearly 
vary in their mutational distance to stop codons. For example, both UUA and CUU 
codons codify Leucine residues; however one single mutation in UUA Leucine codon 
may produce the UGA or UAA stop codons, while CUU would need more than one 
mutation to be replaced by a stop codon. This way, CUU is more stop-resistant than 
UUA. 

Here, we have evaluated the codon usage of eukaryotic protein-coding genes to 
check their preference for the usage of stop-resistant codons. Analyzing each group of 
synonymous codons, we have developed a metric (DL1stop) to calculate the distance of 
each codon to a stop signal. All protein-coding sequences from 9 complete sequenced 
eukaryotes (174,530 sequences) were downloaded from KEGG database [14, 15] and 
analyzed. A set of random DNA protein-coding sequences was also produced and 
compared to the overall data for actual organisms. Moreover, considering a given 
protein, we were able to build a synthetic putative protein presenting the closer and 
farther synonymous codon configuration in regard of stop codon distance. Actual and 
random protein-coding sequences were compared to these best and worst evolutionary 
stable proteins possible and we have confirmed the well-known observation that 
genetic code minimizes the effect of DNA mutation, among other interesting 
observations. 

2   Methods 

2.1. Production of poli-codon ancestral FASTA sequences 

We have produced 64 multi FASTA files (one for each codon) containing 10,000 
identical poli-codon sequences of 100 codons each. For example, we have produced 
an “ATG.fasta” file containing 10,000 sequences, each of them composed of 100 
ATG codons disposed in tandem. Similar files were produced for each other of the 63 
codons. These files were submitted to an in silico molecular evolutionary process as 
described below. 

2.2. In silico evolution of poli-codon sequences and the DL1 index of stop codon 
attachment 

Each one of 10,000 poli100-codon sequences was subject to a series of stepwise 
substitution mutations on its DNA sequence. We did not produce insertions and 
deletions and we have evolved the sequences based on Jukes and Cantor-like 
molecular evolutionary model [16]. This model was based on a series of stepwise 
mutation rounds and each round was characterized for the mutation of one single 
base. The base mutated was chosen randomly and, consequently, it presented 25% 
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chances to be mutated to any other base, including itself. Each poli100-codon 
sequence was evolved in n nucleotide substitution rounds until it gets a single in-
frame stop codon on its sequence and the number n of mutational steps necessary to 
produce this stop codon was stored in a MySQL database, counted and averaged for 
all sequences. The evolving simulated sequences present 100 codons and we have 
stopped the simulation when we found an in-frame codon mutated to any stop codon. 
Therefore, this averaged number of mutational steps leading to the appearance of a 
single stop codon in protein was considered the mutational lethal dose capable to 
transform 1% of codons in a given protein to a stop codon, and it was called DL1stop. 
Codons presenting higher DL1stop were considered evolutionary stable, since they 
require more time (measured in number of mutational events) to be replaced by a stop 
codon. Empirical values of DL1stop were manually smoothed to avoid statistical 
artifacts produced by random mutations. 

2.3. Protein Average Stop Attachment value 

In order to calculate the average evolutionary stability of a single protein, we have 
applied DL1stop index to each codon codifying it. These codon indexes were then 
summed and averaged, considering the protein size. So, each protein will present an 
Average Stop Attachment index (1) as follows: 

N
codonDL

ASA stop∑= 1
 (1) 

where N is the total number of amino acids of a given protein. 

2.4. Relative Stop attachment of proteins 

Another index named Relative Stop attachment (RSa) was calculated for each protein. 
This index was produced based in the fact that we know which codons in a group of 
synonymous codons are the most and less stable ones, considering their DL1stop value. 
Therefore, we are able to predict a putative synonymous protein (containing the same 
amino acids of some given sequence) presenting the best and the worst configuration 
of codons in regard of stop attachment. Here, we have considered the best protein as 
the one presenting the same amino acids, but codified by the synonymous codons 
with highest DL1stop. On the other way, the worst protein was considered the one 
containing the synonymous codons with lowest DL1stop. Based on this index, we have 
calculated for actual proteins how close they are from the worst (or the best) 
configuration stop codon distance. Therefore, protein Relative Stop attachment (2) 
was defined as: 

100*
)(

worstbest

worstprotein

ASAASA
ASAASA

RSa
−

−
=  (2) 
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the best and worst values have been calculated considering an entirely identical 
protein, on which the codons are, respectively, the farthest and the closest regarding 
stop codon distance. 

Whether a protein presents the best possible configuration of stable amino acids, it 
will receive an RSa index of 100, while the worst configuration will be scored as 0. 
Intermediate values will represent where the protein is in the way from the worst 
codon configuration possible to the best one. 

2.5. Evolutionary stability tests on actual protein-coding genes 

We have downloaded 174,530 protein-coding genes of 9 eukaryotic organisms from 
KEGG Genes database [14]. We have decided to use KEGG since this database 
allows the retrieving of the coding part of genes (CDS) and permits an easy parsing of 
codon sequences. Moreover, using KEGG Orthology we were able to compare 
orthologous groups of proteins regarding their stop codon attachment. Other ortholog 
databases, such as COG [17] and MultiParanoid [18], does not present the nucleotide 
sequence of proteins clustered and their usage would need further steps of protein to 
gene mapping, unnecessary when using KEGG. 

Table 1 shows the organisms analyzed in this work and the number of protein-
coding genes downloaded from the databases. 

Table 1.  Organisms and number of protein-coding genes used in this work 

Organism Mnemonic 
Number of 

KEGG protein-
coding genes 

Number of 
KO protein-
coding genes 

Arabidopsis thaliana ath 26,803 2,880 
Caenorhabditis elegans cel 20,080 3,079 

Canis familiaris cfa 19,809 2,533 
Drosophila melanogaster dme 14,508 1,997 

Homo sapiens hsa 25,719 7,198 
Mus musculus mmu 30,057 8,046 

Rattus norvegicus rno 26,259 5,953 
Saccharomyces cerevisiae sce 6,224 1,788 

Schizosaccharomyces pombe spo 5,071 1,389 

All proteins from a given genome were classified and their ASA and RSa indexes 
were calculated. We have also produced a set of 10,000 randomly generated DNA 
sequences to compare results of actual proteins to random configuration of 
nucleotides. The proportion of codons in these random synthetic protein-coding genes 
respects the genetic code proportion (e.g. six Rs to each W). 
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3   Results 

3.1. DL1stop attachment by codon 

We have applied stepwise DNA mutation rounds in a set of 640,000 nucleotide 
sequences, being each sequence composed of 100 identical codons; 10,000 of such 
100 base sequences were assayed for each of the 64 codons. For each mutation round, 
one single nucleotide had the chance to mutate into each other nucleotide, including 
itself, at 25% chance. So, these poli100-codons sequences were evolved until they get 
a single stop codon. As soon as, e. g., one of the 100 codons of a poli-TTT gets 
mutated to a stop codon, the evolution of this gene was stopped and the number of 
mutational steps necessary to achieve this stop codon mutation was stored in a 
database, counted and averaged for each 10,000 sequences produced for this codon. 
The same procedure was performed for each other codon and poli100-codon sequence. 
Table 2 shows, for each codon, its amino acid codified, smoothed values of stop 
codon attachment and the class of stop distance it belongs. 

As we see in Table 2, there are 9 amino acids (F, Q, Y, C, H, N, K, D and E) on 
which their synonymous codons present the same smoothed value of DL1stop. The 
presence of these amino acids in a given protein does not modify its closeness to stop 
codons, since one is not able to produce neither a stop codon closer nor a farther 
version of this specific protein changing only the codon usage of these 9 amino acids. 
So, these amino acids may be seen as evolutionarily innocuous. Methionine and 
Tryptophan are also evolutionarily innocuous, since they are codified for one single 
codon. Otherwise, the other 9 evolutionarily non-innocuous amino acids present 
codons with different DL1stop values and they are the main responsible to make 
protein-coding genes closer or farther to stop codon mutations. Leucine (L2, L3, L5, 
L6, L7) present five distinct classes of DL1stop values for their codons; Serine 
present four codon classes (S2, S3, S4, S6); Arginine (R3, R5, R6), Threonine (T5, 
T6, T7), Proline (P5, P6, P7), Glycine (S3, S5, S6), Alanine (A5, A6, A7) and Valine 
(V5, V6, V7) have three classes and, at least, Isoleucine is codified by codons on class 
5 or 7 of stop codon distance. 

3.2. Evolutionary Stability indices measured on KEGG proteins 

The average and relative stop codon attachment indices (ASA and RSa) were 
calculated for each KEGG protein and their distribution can be seen by organism, 
respectively, in Figures 1 and 2. 

As we see in Figure 1, data produced based on mutations in random nucleotide 
sequences obeys a normal curve. Data for actual proteins are similar to random 
analysis and they appear just as slightly shifted curves. Sce, cel, ath and spo data seem 
to have their average in a smaller ASA value than random data; cfa, rno, mmu and hsa 
(Chordata taxons) have shown similar ASA average value than random data, although 
they present a more wide bell-shaped curve and a group of genes more resistant to 
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stop than random data at the right portion of the distribution; dme curve seems to fit 
random data. 

Table 2.  Average mutational distance and classes of D1stop attachment by codon 

Codon AAa DL1stop
b DL1stop 

classc Codon AAa DL1stop
b DL1stop 

classc 
TTT F 73 4 ATT I7 205 7 
TTC F 73 4 ATC I7 205 7 
TTA L2 6 2 ATA I5 90 5 
TTG L3 12 3 ATG M 123 6 
TCT S4 73 4 ACT T7 205 7 
TCC S4 73 4 ACC T7 205 7 
TCA S2 6 2 ACA T5 90 5 
TCG S3 12 3 ACG T6 123 6 
TAT Y 6 2 AAT N 90 5 
TAC Y 6 2 AAC N 90 5 
TAA * 0 1 AAA K 12 3 
TAG * 0 1 AAG K 12 3 
TGT C 12 3 AGT S6 123 6 
TGC C 12 3 AGC S6 123 6 
TGA * 0 1 AGA R3 12 3 
TGG W 6 2 AGG R5 90 5 
CTT L7 205 7 GTT V7 205 7 
CTC L7 205 7 GTC V7 205 7 
CTA L5 90 5 GTA V5 90 5 
CTG L6 123 6 GTG V6 123 6 
CCT P7 205 7 GCT A7 205 7 
CCC P7 205 7 GCC A7 205 7 
CCA P5 90 5 GCA A5 90 5 
CCG P6 123 6 GCG A6 123 6 
CAT H 90 5 GAT D 90 5 
CAC H 90 5 GAC D 90 5 
CAA Q 12 3 GAA E 12 3 
CAG Q 12 3 GAG E 12 3 
CGT R6 123 6 GGT G6 123 6 
CGC R6 123 6 GGC G6 123 6 
CGA R3 12 3 GGA G3 12 3 
CGG R5 90 5 GGG G5 90 5 

a. Amino acid codified by codon; the number associated represent the different DL1stop classes 
a single amino acid can belong; b. Smoothed average number of mutations necessary to 
produce 1% of stop codons in a given poli100-codon sequence (DL1stop); c. Codon classes by 
DL1stop (we have considered stop codons themselves as class 1). 

Figure 2 also shows random data fitting a normal curve. Data for actual proteins 
once again have shown to be similar when compared to random analysis and they 
appear as slightly shifted curves. This time, data for cfa, hsa, rno, mmu and dme are 
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shifted from random to the right side, representing more evolutionary stable proteins. 
On the other hand, sce and cel seems to be producing more evolutionary instable than 
random data. 
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Fig. 1. Distribution of ASA values by organism per thousand genes. The ASA value represents 
the average number of mutations a protein can resist per 100 codons without bearing a single 
stop codon. 
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Fig. 2. Distribution of RSa values by organism per thousand genes. The RSa value represents 
how the proteins behave tending to be closer (left side, worse stability) or farther (right side, 
better stability) to stop codon occurrence, considering their putative codon configuration 

Table 3 shows average and standard deviation values of RSa and ASA, including 
calculated values for best and worst evolutionary stable version of organisms’ 
proteins. 
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Table 3.  Average and Standard Deviation of main stop attachment indices used in this work 

Org RSa 
Avg 

RSa 
Std 

ASA 
Avg 

ASA 
Std 

ASAbest 
Avg* 

ASAbest 
Std* 

ASAworst 
Avg* 

ASAworst 
Std* 

cfa 64.10 6.54 96.63 9.77 124.26 9.83 46.71 3.75 
hsa 63.38 6.98 96.11 11.13 124.47 11.66 46.30 4.35 
rno 62.95 6.43 94.78 11.69 122.89 13.24 46.48 5.30 

mmu 62.77 6.44 94.96 10.94 123.31 12.23 46.67 4.98 
dme 61.91 6.57 94.36 8.61 122.81 9.39 48.09 4.28 
spo 58.38 9.02 91.21 10.01 121.92 8.16 47.92 3.60 
ath 57.70 5.59 90.85 7.96 122.45 8.68 47.65 3.72 

RAND 56.76 5.39 94.59 6.96 131.34 7.24 46.38 4.09 
cel 54.47 6.58 88.65 8.10 121.41 8.95 49.40 3.73 
sce 52.83 6.34 86.55 8.53 120.77 9.20 48.09 3.87 
* Calculated, not-real data 
Data shown in Table 3 confirms Figures 1 and 2 analyses. ASA and RSa values 

have shown to be higher in hsa and cfa. As observed in figures, RSa and ASA RAND 
data are not as different from actual data as one might suppose. It is also interesting to 
verify that best ASA theoretical values (ASAbest) observed for random data is clearly 
higher (131.34) than empirical observations of KEGG protein-coding genes. 
Considering that theoretical data for worst RAND protein (46.38) is similar to 
empirical ones, this explains why having a high average ASA value, random data 
present a small RSa. 

3.3. Outlier RSa proteins 

Protein-coding genes presenting outlier values of RSa and a KO annotation were 
analyzed in this section. Considering the RSa index, random generated data have 
shown to present values between 37.19 and 78.52, averaged 56.76. We have used this 
last average random RSa score plus (or minus) a number of random standard 
deviations (5.39, see Table 3) to verify the number of actual KO annotated proteins by 
organism present in each class (Table 4). 

Data in Table 4 shows a clear tendency to be more present in the right side high 
RSa columns, evidencing KO proteins as preferentially selected for higher distance 
from stop codons. Spo has proven to be the organism with highest indices of RSa in 
their KO classified proteins, a curious observation since sce was verified to present a 
small number of proteins with high RSa scores. Amongst these 16 highly scored spo 
proteins, 11 were identified as ribosomal proteins, 3 as subunits of the translation 
elongation factor 1-alpha, 1 as an alcohol dehydrogenase and a last one as the 
glycolysis’ pathway enzyme pyruvate kinase. These data may be taken with caution 
since KO classification is under working progress and the proportion of proteome in 
database may vary. 
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Table 4.  Number of KO annotated genes presenting outlier RSa values, considering average 
and standard deviation of random data 

Org 
Avg-
6*Std 
<24.42 

Avg-
5*Std 
<29.81 

Avg-
4*Std 
<35.20 

Avg-
3*Std 
<40.59 

Avg+ 
3*Std 
>72.93 

Avg+ 
4*Std 
>78.32 

Avg+ 
5*Std 
>83.71 

Avg+ 
6*Std 
>89.10 

cfa 0 0 0 0 169 4 0 0 
hsa 1 1 1 3 451 26 2 0 
rno 0 0 0 0 165 9 0 0 

mmu 0 0 0 2 149 11 2 0 
dme 0 0 5 12 195 34 8 0 
spo 0 1 1 2 284 192 85 16 
ath 0 0 1 3 62 7 0 0 

RANDa 0 0 0 15 11 1 0 0 
cel 0 0 1 14 48 7 1 0 
sce 1 1 3 15 4 1 0 0 

a. Number of RAND genes in each class, although RAND genes were not classified 
into KOs. 

4   Discussion 

In this paper, we have analyzed the codon usage composition of eukaryotic protein-
coding genes considering the closeness between codons and stop codons. It might be 
expected that natural selection would modify the codon composition of proteins to 
make them farther from stop codons; maintaining even the highly mutated individuals 
with a working metabolism. KEGG has shown to be a good data source to use, since 
it makes available the complete nucleotide coding sequence of protein-coding genes, 
many of them classified into orthologous groups. DL1stop index has allowed the 
identification of closer and farther synonymous codons to stop codons. The ASA 
value, defined for each protein, has permitted the evaluation of the average mutation 
number that a given protein is able to resist per 100 codons without bearing a single 
stop codon. It is clear for us that ASA value might be influenced by different sized 
proteins and also for different mutation rates on which genes have been submitted. 
However, an overview of stop codon proximity influence on protein-coding genes has 
been achieved and further studies on this subject may elucidate better particular 
aspects of this interesting hypothesis. Whist ASA value scores a mutation to stop 
probability per 100 codons in a given protein, RSa interestingly presents the position 
where a protein is in the way from the worst to best evolutionary stability, considering 
its amino acid sequence. Using the theory presented here, it is possible to predict a 
future world where organisms’ proteins will be manipulated in embryos in order to 
turn them as the most evolutionary stable they can be (as shown using ASAbest 
parameter), probably helping to avoid cancers and other diseases caused by DNA 
somatic mutations. The evolutionary stability of proteins, however, it is clearly not 
only a function of stop codon proximity and another evolutionary factors, such like 
the capacity of codons to keep coding the same amino acid after DNA mutations [19], 
must be considered when thinking about protein-coding genes resistance to mutations. 
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Moreover, in order to study the evolutionary stability inside single proteins, we 
suggest the usage of a translation vocabulary on which new proposed symbols will 
define each class of stop codon closeness (Table 2). Using these data, we are currently 
producing an extension of the present study trying to correlate stop codon closeness 
with codon position inside proteins. One might expect that codons used in the C-
terminal might present less stop-resistant codons than N-terminal ones (Prosdocimi 
and Ortega, unpublished). 

The similarity observed between random produced nucleotide sequences and 
actual data evidence that selection for stop-resistant codons have happened generally 
in a soft and non-directed way (Figures 1 and 2, Table 3), mainly in Chordata phyla. 
Besides, some proteins seemed to have been directly selected for using codons with a 
high DL1stop index (Table 4), such like many spo ribosomal ones. Some other 
interesting observations can be made looking into data presented: (1) this kind of 
stop-resistant codon selection have seemed to be absent or very slight in ath, cel and 
sce, since they do not present many outlier genes and they have shown the smallest 
values of ASA and RSa indices; (2) although presenting the highest average RSa value 
in their proteins (Table 3), cfa has not shown many outlier RSa genes (Table 4), 
making us to believe that selection for stop-resistant codons in this organism is made 
in a broader genomic way; (3) the fact that spo present proteins with higher outlier 
RSa scores (Table 4) having a regular RSa average can be explained if we observe it 
presents the higher RSa standard deviation (Table 3); (4) the suggestion made when 
analyzing spo outlier RSa genes that ribosomal proteins would present higher stop 
codon distance was not confirmed when analyzing most evolutionary stable KOs 
(data not shown) and a new hypothesis can be made about this to be true just in 
unicellular organisms, what may be tested in future, analyzing prokaryotic genomes; 
(5) the well-known fact that genetic code minimizes the effects of DNA mutations 
was once more confirmed here, since random produced data has shown an average 
RSa value larger than 50, that might be obtained if genetic code was indifferent to the 
distance of codons to stop codons. 

Here, based on a standard scientific hypothesis about the usage of stop-resistant 
codons by eukaryotic protein-coding genes, we have developed a completely 
bioinformatics experiment to test this hypothesis. Therefore, more than being used in 
data mining and in the choosing of most likely experimental data to be preferentially 
tested, as it has already proven to be highly useful, bioinformatics shows also its 
relevance in the production of interesting and new knowledge about biology and 
evolution in the molecular level. 
 
Acknowledgments. We thank Adriano Barbosa for critical reviewing the manuscript. 
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Running-head: Evolutionary stability of eukaryotic proteomes 

Abstract. DNA substitution mutation rounds applied in poli100-codon 
sequences allowed us to verify which codons are more prone to be replaced by 
synonymous than non-synonymous ones. Evolving DNA sequences in silico, 
we have defined a DL50 index meaning how many substitution mutations a 
particular poli-codon sequence can resist before 50% of the translated sequence 
being mutated to another amino acid. Lower this index, higher the chance of a 
codon to be replaced by a non-synonymous one. Therefore, in order to keep 
evolutionarily stable one might expect that proteins will be selected to use 
synonymous codons with higher amino acid persistence values. Evolutionary 
stability of KEGG protein-coding genes from 9 eukaryotes were analyzed in 
order to find whether natural selection have acted on genes to prefer the 
utilization of more evolutionarily stable synonymous codons or not. A bias to 
the use of persistent codons was more conspicuous in complex metazoa. 

Keywords: genetic code, natural selection, codon usage, evolutionary stability, 
synonymous codons 

1   Introduction 

In the evolution of protein-coding genes, their sequences have always being subjected 
to random DNA mutations. Although DNA consists in the informational cell 
repository, proteins are the main cell activity effectors and, therefore, natural selection 
acts on proteins as an effect of DNA mutations. If we consider the Darwinism 
happening at the molecular level, a DNA mutation producing a non-functional protein 
will probably be negative selected and the individual bearing this mutation will die or 
produce less viable offspring. 

The way on which DNA mutations is related to the sequence and function of 
proteins is expressed by the genetic code. Two main theories are discussed about 
origin and evolution of genetic code and they try to explain why some codons codify 
for specific amino acids. The first theory suggests that genetic code has been built to 
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reflect the biosynthetic pathway on which amino acids are produced in biological 
organisms [1-3]. According to this theory, amino acids presenting similar biochemical 
synthetic pathways would be codified by similar codons [4]. The alternative theory 
states that the main force to shape genetic code is the selection for error minimization 
and similar codons would codify chemical similar amino acids, avoiding proteins to 
be damaged by DNA mutations [5-7]. The discussion about the main forces to build 
the genetic code is still in process [8, 9] and new evidences keep being discovered 
about this topic [10-12]. The present study also tries to bring light for this discussion. 

Codons codifying the same amino acid are known as synonymous codons. It has 
already been proved that synonymous codons differ on their capacity to reduce the 
effects of mutation errors [12, 13]. So, in the course of evolutionary process, a DNA 
sequence of a protein-coding gene accumulate mutations and some codons are easily 
replaced by non-synonymous ones, putatively changing the protein structure, while 
some others are easily replaced to codons encoding exactly the same amino acid. So, 
the impact of mutation errors in a protein-coding DNA sequence depends on the 
codons used to codify amino acids in proteins.  

Here, we have evaluated the codon usage of eukaryotic protein-coding genes to 
check their preference for the utilization of synonymous persistent codons, the ones 
on which the mutation to a synonymous codon is higher than the others. Analyzing 
each group of synonymous codons, we have developed a metric (DL50) to calculate 
the distance of each codon to their synonymous codons. Higher the DL50, higher the 
chance of this codon to be replaced by a synonymous one and higher the evolutionary 
stability of a given protein. Protein sequences less susceptible to DNA mutations are 
said to be more stable along the evolutionary process. 

We have analyzed the evolutionary stability of 9 eukaryotic proteomes 
downloaded from KEGG database [14, 15]. A set of random DNA protein-coding 
sequences was also produced and compared to the overall data for actual organisms. 
Moreover, considering a given protein, we were able to build a synonymous protein 
presenting the worst and the best codon configurations in order to, respectively, allow 
or avoid non-synonymous mutations. Actual and random protein-coding sequences 
were compared to these best and worst evolutionary stable proteins and we have 
observed that amino acid usage of actual protein-coding genes are slightly shifted to 
the production of instable proteins, although the presence of highly stable sequences 
was also verified. 

2   Methods 

2.1. Evolution of poli-codonic sequences and the DL50 index 

We have produced 64 multi FASTA files (one for each codon) containing 10,000 
identical poli-codon sequences of 100 codons each. For example, we have produced 
an “CAG.fasta” file containing 10,000 sequences, each of them composed of 100 
CAG codons disposed in tandem. Similar files were produced for each other of the 63 
codons (see Prosdocimi and Ortega, 2007b [16] for a better description).  
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Each one of 10,000 poli100-codon sequences was subject to a series of substitution 
mutations rounds on its DNA sequence. We did not produce insertions and deletions 
and we have evolved the sequences based on a Jukes and Cantor-like molecular 
evolutionary model [17]. This model was based on a series of stepwise mutation 
rounds and each round was characterized for the mutation of one single base. The 
base mutated was chosen randomly and, consequently, it has presented 25% chances 
to be mutated to any other base, including itself. Each poli100-codon sequence was 
evolved until its translated protein has presented 50% identity with the original poli-
amino acid translated sequence (non-mutated). 

The evolving simulated sequences present 100 codons and the number of 
mutational steps leading to this 50% modification of original protein was considered 
the mutational Death Lethal dose capable to transform 50% of codons in a given 
protein into non-synonymous codons. This index was called DL50 amino acid. 
Codons presenting higher DL50 were considered evolutionary stable, since they 
require more time (measured in number of mutational events) to be replaced by a non-
synonymous codon. Empirical values of DL50 were manually smoothed to avoid 
statistical artifacts produced by random mutations. 

2.2. Synonymous Codon Usage analysis 

After discovering which synonymous codons were more stable to keep a protein 
protected from non-synonymous substitutions, we have calculated the codon usage 
percentage for each amino acid relevant for evolutionary stability. This calculation 
was done considering the entire proteome of analyzed organisms (see below). The 
codon usage percentage was calculated inside a group of synonymous codons, e. g., 
we have calculated the percentage of TTA codons used among all Leucines of a given 
proteome. Therefore, Synonymous Codon Usage (SCU) was calculated as: 

100*
AA

codon
codon N

NSCU =  (1) 

where Ncodon is the number of times a given codon (or couple of codons) is used in 
the proteins of an organism and NAA is the number of times the amino acid codified by 

this codon is used. 

2.3. Amino acid Codon Usage Efficiency 

The Codon Usage Efficiency (CUE) considering evolutionary stability of 
synonymous codons was measured as a point in the way from the worst codon usage 
configuration possible to the best one. The worst codon usage configuration was 
considered the one on which the codons used for a given amino acid were the ones 
more prone to be changed by non-synonymous codons (the ones with lower DL50). 
Contrarily, the best codon usage configuration was considered when an organism has 
shown to use more codons that have shown to be closer to synonymous ones, 
avoiding amino acid mutation. So, in order to calculate the CUE of an amino acid, we 
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have first multiplied the codon usage of all their synonymous codons by their DL50 
observed value (SCUcodon * DL50codon). Moreover, we have also calculated the worst 
and the best codon usage configuration of each amino acid. The worst codon usage 
configuration of an amino acid would happen if all the codons codifying it in a given 
proteome were the synonymous ones with lower DL50. On the other hand, the best 
evolutionary stable codon usage configuration of an amino acid will be the one where 
all codons codifying it were the ones presenting the higher DL50 value. 

100*
)50*100()50*100(

)50*100()50*(

AAAA

AAcodoncodon
AA WorstDLBestDL

WorstDLDLSCU
CUE

−

−
= ∑  (2) 

where CUEAA represents the efficiency of an amino acid in the way from the worst 
codon configuration to the best one, considering preferential mutations to 
synonymous codons 

Whether an amino acid presents the best possible configuration of stable codons, it 
will receive a CUEAA index of 100, while the worst configuration will be scored as 0. 
Intermediate values will represent where the usage of a given amino acid is in the way 
from the worst codon configuration possible to the best one. 

2.4.  Protein average DL50 attachment value 

In order to calculate the average evolutionary stability of a single protein, we have 
applied the DL50 index to each codon codifying it. The codon indexes were then 
summed and averaged considering the protein size. So, each protein will present an 
Average Protein Persistence index (1) as follows: 

N
DL

APP codon∑= 50
 (3) 

where N is the total number of amino acids of a given protein 

2.5.  Evolutionary stability tests on actual protein-coding genes 

Data for nine complete genome eukaryotic organisms were downloaded from 
KEGG Genes database [14]. KEGG was chosen since it is a curated database and it 
presents only the coding part of genes (CDS), such as we want to study. Table 1 
shows the organisms analyzed in this work and the number of protein-coding genes 
downloaded from the databases. 

The SCUcodon and CUEAA index of non innocuous evolutionary amino acids 
regarding synonymous substitutions were calculated for proteomes. A set of 10,000 
random generated DNA sequences were produced to function as control and to be 
compared with actual protein data. Proportion of codons in these synthetic random set 
has respected the proportion of the genetic code (e.g. six Ls to each M). 
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Table 1.  Organisms and number of protein-coding genes used in this work 

Organism Mnemonic Number of KEGG 
protein-coding genes 

Arabidopsis thaliana ath 26,735 
Caenorhabditis elegans cel 20,056 

Canis familiaris cfa 19,779 
Drosophila melanogaster dme 14,064 

Homo sapiens hsa 25,694 
Mus musculus mmu 30,032 

Rattus norvegicus rno 26,227 
Saccharomyces cerevisiae sce 5,863 

Schizosaccharomyces pombe spo 5,043 

3   Results 

3.1. DL50 persistence value by codon 

We have applied stepwise DNA mutation rounds in a set of 640,000 nucleotide 
sequences, being each sequence composed of 100 identical codons; 10,000 of such 
100 base sequences were assayed for each of the 64 codons. For each mutation round, 
one single nucleotide had the chance to mutate for each other nucleotide, including 
itself, at 25% chance. So, these poli100-codons sequences were evolved until they were 
50% different in protein similarity to their original sequence. As soon as, e. g., 50 of 
the 100 codons of a poli-TTT gets mutated to codify an amino acid different of 
Phenylalanine, this evolution was stopped and the number of mutational steps 
necessary to achieve this 50% sequence mutation was counted and averaged for each 
10,000 sequences produced for each codon. This average smoothed value of 
mutational steps was called DL50. Table 2 shows, for each codon, its amino acid 
codified, smoothed values of DL50 and the class of persistence it belongs. 

Table 2 shows that codons containing C as first base have proven to be, in 
average, the ones presenting the higher persistence value. When G is the first base of 
the codon, all DL50 are equal 149, except when A is the second base. The values 
present a higher standard deviation when T is the first base. All codons with A as 
second base but the stop codon TAA presents a DL50 of 111. When a poli-codon 
sequence present C as the second base, it needs 149 mutations in order to chance 50% 
of their codifying amino acids, except if the codon is either TCTSer or TCCSer, which 
DL50 is equal 153. Codons presenting G or T as second letter contain more diverse 
persistence values than A or C ones. Moreover, excluding the codons codifying for 
one single amino acid (ATG and TGG), in all other boxes when we look the genetic 
code, the persistence values are the same when the last base of codon is a pair A-G or 
T-C.  
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Table 2.  Average mutational distance to synonymous codons and classes of DL50 by codon 

Codon AAa DL50b DL50 
classe Codon AAa DL50b DL50 

classe 
TTT F 111 2 ATT I 128 3 
TTC F 111 2 ATC I 128 3 
TTA L3 136 3 ATA I 128 3 
TTG L3 136 3 ATG M 97 1 
TCT S5 153 5 ACT T 149 4 
TCC S5 153 5 ACC T 149 4 
TCA S4 149 4 ACA T 149 4 
TCG S4 149 4 ACG T 149 4 
TAT Y 111 2 AAT N 111 2 
TAC Y 111 2 AAC N 111 2 
TAA * 128 3 AAA K 111 2 
TAG * 111 2 AAG K 111 2 
TGT C 111 2 AGT S2 111 2 
TGC C 111 2 AGC S2 111 2 
TGA * 111 2 AGA R3 136 3 
TGG W 97 1 AGG R3 136 3 
CTT L6 156 6 GTT V 149 4 
CTC L6 156 6 GTC V 149 4 
CTA L7 178 7 GTA V 149 4 
CTG L7 178 7 GTG V 149 4 
CCT P 149 4 GCT A 149 4 
CCC P 149 4 GCC A 149 4 
CCA P 149 4 GCA A 149 4 
CCG P 149 4 GCG A 149 4 
CAT H 111 2 GAT D 111 2 
CAC H 111 2 GAC D 111 2 
CAA Q 111 2 GAA E 111 2 
CAG Q 111 2 GAG E 111 2 
CGT R6 156 6 GGT G 149 4 
CGC R6 156 6 GGC G 149 4 
CGA R7 178 7 GGA G 149 4 
CGG R7 178 7 GGG G 149 4 

a. Amino acid codified by codon; the number associated represent the different DL50 classes a 
single amino acid can belong; b. Smoothed average number of mutations necessary to produce 
50% of amino acid mutations in a given poli100-codon sequence (DL50); c. Codon classes by 
DL50. 

As we see in Table 2, almost all amino acids (except R, L and S) present 
synonymous codons with the same smoothed value of DL50. The presence of these 
amino acids in a given protein does not modify its evolutionary stability, since one is 
not able to produce neither a closer nor a farther version of this protein if one 
modifies its codon usage. So, these amino acids may be seen as evolutionarily 
innocuous. Otherwise, Arginine, Leucine and Serine present codons with different 
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DL50 values and they are the main responsible to make proteins more or less stable 
against DNA mutations. These three hexacodonic amino acids present three distinct 
two-codon classes of DL50 values for their synonymous codons, where Leucine and 
Arginine codons present persistence classes of 3, 6 and 7, while Serine codons are 
less stable and they were classified in the stability classes 2, 4 and 5. 

3.2. Synonymous Codon Usage of hexacodonic amino acids 

Since the unique amino acids relevant for protein stability along evolution has proven 
to be the hexacodonic ones (the ones codified by six codons) and since we are 
considering just synonymous proteins instead of conservative amino acid changes 
between proteins, we have now analyzed the SCU of these amino acids in the 
organisms studied. Moreover, the present SCU analysis was made based on the pairs 
of codons presenting the same DL50 (Table 2). Codon usage in randomly produced 
DNA sequences was also taken on account as a matter of comparison. Best and worst 
possible SCU values are also presented (Table 3). 

Table 3.  Synonymous Codon Usage (SCU) of hexacodonic amino acids coupled DL50 codons 

Codon A
A sce spo ath cel dme cfa mmu rno hsa RA 

ND best wo 
rst 

AGT/AGC S 27,4 26,0 28,7 25,4 38,7 39,2 39,0 39,2 38,9 33,3 0 100 
TCA/TCG S 31,0 28,5 31,0 40,5 29,3 20,4 19,9 19,9 20,9 33,4 0 0 
TCT/TCC S 41,7 45,4 40,3 34,0 32,0 40,4 41,1 40,8 40,2 33,3 100 0 
TTA/TTG L 55,9 51,4 36,6 35,1 23,6 20,2 20,6 20,4 20,5 33,3 0 100 
CTT/CTC L 18,7 32,8 42,1 41,1 25,5 32,9 33,4 33,3 33,2 33,2 0 0 
CTA/CTG L 25,4 15,8 21,3 23,7 50,9 46,9 45,9 46,3 46,3 33,4 100 0 
AGA/AGG R 68,9 34,3 55,9 37,4 22,5 40,4 45,7 45,2 41,5 33,3 0 100 
CGT/CGC R 20,0 42,9 23,1 30,6 46,3 27,2 24,8 24,9 27,1 33,4 0 0 
CGA/CGG R 11,1 22,9 21,0 32,0 31,2 32,5 29,5 29,9 31,4 33,3 100 0 
 
To complement Table 3 data, Table 4 shows the codon usage efficiency by amino 
acid (CUEAA) regarding mutational resistance on each analyzed organism. 

Table 4.  CUEAA indices for hexacodonic amino acids and proteomes show the efficiency on 
codon usage regarding the evolutionary stability of synonymous codons. 

AA sce spo ath cel dme cfa mmu rno hsa RA 
ND best wo 

rst 
S 69,7 71,2 68,4 70,7 58,5 58,9 59,2 58,9 59,1 63,5 100 0 
L 34,3 31,4 41,4 43,3 63,0 62,6 61,8 62,1 62,1 49,2 100 0 
R 20,6 43,3 32,0 46,6 53,2 45,4 41,3 41,8 44,3 49,2 100 0 

Proteome 41,5 48,7 47,2 53,5 58,2 55,6 54,1 54,3 55,2 54,0 100 0 

Table 3 and 4 show clearly the situation of codon usage evolutionary stability for 
each organism and amino acid analyzed. It is interesting to realize different usage 
pattern considering each amino acid from simple to complex organisms. Serine codon 
usage presents a higher evolutionary stability in non-Metazoa clades (sce, spo and 
ath) and Pseudocoelomata (cel). Leucine has presented higher CUE in Coelomata 
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clade and Arginine presents atypical stability efficiency between taxa, showing to be 
higher in dme. 

Moreover, Serine CUE when a random nucleotide pattern is used has shown to be 
higher than Leucine and Arginine indices in Table 4 and it has happened due to the 
DL50 evolutionary stability scores of their codons. While Serine present codons with 
DL50 of 111, 149 and 153; Leucine and Arginine codons present DL50 values 
ranging 136, 156 and 178 mutation rounds. Since 149 is closer to 153 than 156 to 178, 
the average random evolutionary stability has shown to be higher. 

3.3. Evolutionary Stability indices measured on KEGG proteins 

The Average Protein Persistence index (APP) was calculated for each protein and 
their distribution by organism can be seen in Figure 1. 
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Fig. 1. Number of genes (per thousand) presenting specific APP values. The APP value 
represents the average number of mutations a protein can resist per 100 codons without being 
50% mutated at protein level. 

As we see in Figure 1, the data produced based on mutations in random nucleotide 
sequences obeys a normal curve. Data for actual proteins are also similar among 
them. When compared to random analysis, curves for actual proteins have shown to 
be slightly shifted in direction to a lower APP and present a pronounced tail into the 
right side direction. Moreover, it is also possible to realize a pattern concerning 
organisms’ complexity: as the organism turns more complex, it presents higher 
diversity of APP values (a more wide-shaped curve) and bigger tails into the direction 
of higher protein codon usage persistence. 
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4   Discussion 

Here we have analyzed the differential persistence of synonymous codons 
submitted to random DNA mutations along evolution. An initial simulation allowed 
us to define DL50 persistence values for each codon and those values were then used 
to calculate the evolutionary stability of eukaryotic proteomes and protein-coding 
genes.  

Although in the course of evolution proteins frequently modify their amino acidic 
composition, here we prefer to consider proteins as entities evolving without amino 
acid replacements. This decision was done based in the fact that many matrices exists 
considering many different aspects of amino acid substitution, such like residue 
conservation [18, 19], amino acid chemical properties [20-22], frequency of amino 
acid contacts in protein structures [23], residue volume [22], hydropathy [24], 
frequency of dipeptides [25] and many other characteristics [26]. Therefore, in order 
to avoid the choice of a specific matrix, we have preferred to characterize the 
evolution of proteins analyzing first just the completely conservative substitutions 
between synonymous codons. 

We have proven that the codon usage of hexacodonic amino acids hides a clue 
about how natural selection operates to keep proteins more evolutionary stable and 
resistant to mutations. So, using the APP index (Figure 1), we were able to evaluated 
the strength of natural selection operating in a given protein, while analyzing CUEAA 
(Table 4) this index for all proteome, we are able to have a glimpse about the overall 
proteins from the eukaryotic organisms studied. 

Cel data (Table 3, 4 and Figure 1) have shown to be more similar to non-Metazoa 
organisms’ than to Metazoa ones. Other evidences have already been shown 
confirming this data [27] and it may be purposed that the great modifications occurred 
during Metazoa evolution have happened after the acquisition of coeloma by the 
Coelomate organisms. 

Although presenting lower evolutionary stability than random data, actual 
organisms’ data have shown to present a tail reaching the right side of APP 
distribution. The proteins presenting these high APP values were probably directed 
selected to resist in conditions of high DNA mutation rates. We are currently 
producing a database to be released presenting highly stable proteins of eukaryotic 
organisms. 

The observation that APP is bigger when considering random data shows (1) that 
the amino acid usage in actual proteins is not random and (2) it brings to a lower 
evolutionary stability than the one suggested by randomly picking codons in the 
genetic code. So, it is possible to suppose that the codon to amino acid attribution in 
the genetic might be very efficient when the code was built, but when organisms have 
evolved and proteins became more complex, maybe it has not shown to be that 
efficient any more. This last observation may be taken with caution, but there is 
evidence confirming it [10] and further studies must be made to elucidate better this 
subject. 

Another interesting hypothesis is the supposition that natural selection have 
selected proteins in the other way from evolutionary stability. So, it is possible to 
suppose that instable evolutionary proteins would be preferentially selected than 
stable ones, since they show a more plastic and adaptive DNA sequence. These 
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evolving instable proteins, even if they cause deaths in many individuals due to 
malfunction, they would be able to accumulate amino acid modifications that might 
bring an improvement in the protein function along time. Therefore, evolutionary 
instable proteins may produce better organism’s or species’ adaptation to a continuous 
modifying environment. And, so, considering the environment seems more variable 
for an unicellular and simple organisms than to complex ones, this would explain why 
non-Metazoa clades present more instable proteins and also why Metazoa codons 
have being replaced from instable to stable ones.  

The evolutionary stability and mutational resistance study on protein-coding genes 
has proven to be a very interesting discipline and it presents a new paradigm on 
bioinformatics, where genome analysis change its way from a descriptive initiate into 
a truly scientific effort. More than studying just the evolutionary stability of 
synonymous codons, we are presently developing strategies to bring together this data 
with the similarity of codons to stop codons [16] and also trying to consider some 
aspects of amino acid replacement. Moreover, we are currently obtaining data for a 
higher number of organisms, trying to derive clade specific patterns of protein 
stability along evolution. At least, new models of molecular evolution (such like 
Kimura two parameters and gamma distribution) are currently being simulated in 
order to verify better the adequacy of them into actual organisms’ proteins. 
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Abstract. The decision about which gene to use as a reference in gene expres-
sion analysis is a difficult one. A reference gene is used mostly as a normalizer 
of gene expression levels and hence it has to have stable expression levels 
through a wide range of tissues, conditions and, to be universal, organisms. 
Here, we present and test a methodology suited to find such normalizers genes. 
Our results confirm that some well known housekeeping genes are not good 
normalizers in many tissues whereas other ones are, and point to the direction 
of showing that there is no such universal normalizer gene.  

Keywords: endogenous reference genes, normalizer gene, EST, KOG, oligonu-
cleotide array. 

1   Introduction 

Normalization of gene expression data by the expression of a control or reference 
gene (a normalizer) is a widely used technique in Molecular Biology. For example, in 
RT-PCR assays normalization is fundamental to correct sample-to-sample variation 
and to provide a reliable way to compare gene expression levels [6]. If the normalizer 
is present in the organism’s genome it is called endogenous, otherwise it is exoge-
nous. In some cases is not viable to use an exogenous normalizer, for instance, in the 
construction of cDNA libraries or in PCR-based analysis. In those cases an endoge-
nous normalizer should be used. It’s important to observe that an endogenous control 
gene is preferred since its expression is influenced by the same manipulations of the 
other genes being studied [4]. However, beyond to be endogenous, a normalizer gene 
must present some features in order to be a reliable one. 

Traditionally, housekeeping (or maintenance) genes are used to normalize expres-
sion data. Housekeeping genes are those constitutively expressed in order to keep cel-
lular function [12]. Such genes must be expressed in a large number of tissues [11, 
12], experimental conditions [6], developmental stages [7, 12], and to be universal, 
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different organisms. However, a couple of studies have pointed that some of those 
commonly used normalizer genes underwent very significant changes in their expres-
sion in many experimental conditions [4, 6, 7] which can lead to incorrect data inter-
pretation. So, in order to be a well suited universal normalizer, a gene must present 
two main attributes: (1) keep its expression constant or at least in low, predictable or 
known variation (2) through the vast majority of tissues, conditions, and organisms. 
However, previous works point that there is no such universal normalizer. 

Nowadays, the detection of the two main characteristics of normalizers is being 
performed through standalone RT-PCR [3, 4, 7] and in conjunction with high-density 
oligonucleotide expression arrays [6, 12]. Here, we present a methodology that utilize 
ESTs data from the NCBI’ s KOG database [10], NCBI’ s GEO oligonucleotide arrays 
data series [1], and homology searches in a statistical analysis to detect normalizers 
genes, considering an extra point that is almost always not considered in studies of 
differential gene expression: the number of differently expressed genes detected when 
normalization by a certain gene is applied. 

2 Materials and Methods 

2.1 Data 

Expressed Sequence Tags. Data was obtained from an additional work from our 
group: K-EST1 (KOG Expression/Sampling Tool [5] and data to be published else-
where). Briefly EST expression data for four model organisms [A. thaliana (ath), C. 
elegans (cel), D. melanogaster (dme) and H. sapiens (hsa)] were obtained through 
BLAST searches, being analyzed  360833 ESTs from A. thaliana, 293530 from C. 
elegans, 370672 from D. melanogaster and 360398 from H. sapiens which were 
grouped into 4852 KOGs, 1021 TWOGs and 4181 LSEs and used in the R statistics 
calculation [8] — look at the Appendix for R calculation specifics. In order to apply 
the R statistics to these data each organism’ s dataset was considered to be a library 
and the KOG’ s expression behavior was investigated over organisms. 
 
Oligonucleotide Array.  Data from the GSE2361 GEO series were downloaded and 
processed. The series comes from an experiment built on the Affymetrix HG-U133A 
oligonucleotide array platform and comprises 36 samples representing the expression 
of  36 normal human tissues: heart, thymus, spleen, ovary, kidney, skeletal muscle, 
pancreas, prostate, small intestine, colon, placenta, bladder, breast, uterus, thyroid, 
skin, salivary gland, testis, trachea, adrenal gland, bone marrow, cerebellum, amyg-
dala, caudate nucleus, corpus callosus, hippocampus, thalamus, pituitary gland, spinal 
cord, brain, fetal brain, liver, fetal liver, stomach, lung, fetal lung as described by [2]. 
The Affymetrix MAS 5.0 software calculates a signal value to characterize the ex-
pression level of each sequence represented in the array. The signal value is calcu-
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lated and so a call to indicate whether the corresponding sequence is confidently pre-
sent (P), absent or not reliable (A) or marginally detected (M). 

2.2� Finding Candidates 

The finding of KOG candidates to be normalizers was started by applying the R statis-
tics [8] to the EST data in the following way:  
 

IRU each KOG, N, in the dataset GR 
  normalize the dataset using N as the normalizer; 
  sort the data set according to 5 values in 
  GHFUHDVLQJ RUGHU to build a UDQNLQJ; 
  IRU 1 = 1, 10, 50, 100 GR 
    Calculate the arithmetic mean of the 1 greatest  
    5 values in the ranking; 

 
It’ s important to remark that the premise explored here is: candidates that “produce” 
the smaller maximum R values when used as normalizers are better in differential ex-
pression analysis. Since genes with greatest R are the most differentially expressed 
over a set of libraries [8], a normalizer that produces a large number of genes with big 
R values is worse than one that produces a small number of such genes. This feature is 
important in projects where differentially expressed genes must be further investi-
gated by costly techniques — look at the appendix for R calculation specifics. 

After that, a variation rate (vr) was calculated for each successive pair of KOGs (kj 
and kj+1, where kj has greater R (mean R if N > 1) value than kj+1) in the rankings us-
ing the Formula 1. The topmost KOGs were selected scanning down the ranking until 
vr values got stable (with no significant variation (< 0.01) from two successive 
KOGs).  

 

( )
�

��
�

��
� 5

55YU −
= +1 . 

 

(1) 

 
After choosing candidates, all FASTA sequences that compose each KOG were re-

trieved from a lab’ s local database used by K-EST. BLAST searches were performed 
against the FASTA of every full sequence (not only the probe sets sequences) repre-
sented in the oligonucleotide array. These sequences were downloaded from the Af-
fymetrix website2 in order to form new groups of sequences representing, each one, a 
KOG in the GeneChip data in the subsequent steps. Only alignments that reached at 
least 80% in similarity and score equals or greater than 100 (as reported by the blastall 
program) were considered for the inclusion of a sequence in the group representing a 
KOG in the GeneChip data analysis.  
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2.2� Oligonucleotide Array Data Analysis 

As detailed above, in order to study the behavior of each candidate KOG and confirm 
its election as a normalizer, GeneChip sequences that aligned to the KOG’ s original 
sequences were grouped together to represent KOGs in the GeneChip and the data for 
the GSE2361 series was analyzed. For each KOG the signal of all its group sequences 
in each array sample that was flagged as present (P) by the Affymetrix MAS 5.0 
software was summated and the arithmetic mean calculated to be the representative 
value of the KOG in each of the 36 tissues composing the series. For each KOG the 
coefficient of variation and the fold (maximum divided by the minimum value) were 
separately calculated for the whole set of 36 tissues and for seven subsets: the CNS 
(Central Nervous System) tissues, non-CNS tissues, fetal tissues (lung, liver, brain), 
fetal and adult counterpart tissues, non-fetal non-CNS tissues, male/female-specific 
tissues (prostate, testis and uterus, breast, colon, placenta, ovary, respectively).  

3� Results 

3.1 Candidates KOGs 

Table 1 shows the candidate KOGs chosen by the application of methodology pre-
sented here. KOG’ s identifiers, descriptions and their expressions in the four model 
organisms according to K-EST and the maximum R values are listed. Table 2 presents 
a portion of the rankings generated for the values of N used to find the candidates. 
The four rankings are very alike for the topmost nine KOGs. Since in the N = 1 rank-
ing the vr dropped below the fifth KOG, it was decided to include KOGs in the other 
rankings too (following the same criteria exposed in the Methods section). Apart from 
that, the examination of results in Table 2 suggests that using only the sorting of the 
greatest R value (N = 1) is well suited to select candidates and the use of others N 
greatest R values should not introduce improvement nor distortion in the results, but 
this decision could exclude important candidates as the other following results show.  

Table 1. The nine KOGs that are candidates to be normalizers and their (EST) expression in the 
four model organism. 

2FFXUUHQFHV�SHU����.�(67V�.2*� 'HVFULSWLRQ� 0D[�5� DWK� FHO� GPH� KVD�
KOG0052 Translation elongation factor EF-1 

alpha/Tu 1175.66 1545 3104 1881 3382 

KOG1376 Alpha tubulin 3111.17 579 608 1478 1278 
KOG0676 Actin and related proteins 3549.65 802 1226 337 2492 
KOG1375 Beta tubulin 4303.11 742 554 698 924 

KOG0657 Glyceraldehyde 3-phosphate dehy-
drogenase 4542.37 1901 353 527 1125 

KOG0019 Molecular chaperone (HSP90 fa- 5387.64 317 800 500 738 
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mily) 
KOG0857 60s ribosomal protein L10 5439.23 376 322 352 731 

KOG0001 Ubiquitin and ubiquitin-like pro-
teins 5690.34 1224 503 202 765 

KOG0815 60s acidic ribosomal protein P0 6076.47 472 270 603 712 
The results using the methodology agree to the lists of genes commonly used as 

references in expression analyses as reported in the literature [3, 5, 11, 12]. Excepting 
to translation elongation factor (KOG0052), the R value didn’ t vary more than two 
fold for the eight other candidates in the Table 1. This is important since the genes 
represented by the KOG0052 are usually reported as highly expressed [4] and in the 
dataset utilized here it is too (it‘s mean is 68% greater than the second largest) as pre-
sented in the Table 1. So, the R statistics shows to be not much dependent of the rate 
of expression of the genes used as normalizers, but sensitive to the expression varia-
tion over libraries. 

Table 2. The top of rankings generated in order to find the candidates presented in Table 1. 
����� �
	 ������� �
	 ����
�� �
	 ��������� �
	

KOG0052 2.25 KOG0052 13.29 KOG0052 1.76 KOG0052 2.22 

KOG1376 0.14 KOG1376 0.19 KOG1376 0.20 KOG1376 0.23 

KOG0676 0.21 KOG1375 0.02 KOG0676 0.02 KOG1375 0.03 

KOG1375 0.06 KOG0676 0.08 KOG1375 0.05 KOG0676 0.02 

KOG0657 0.19 KOG0019 0.14 KOG0019 0.05 KOG0019 0.06 

KOG0019 0.01 KOG0657 0.01 KOG0001 0.20 KOG0001 0.19 
KOG0857 0.05 KOG0001 0.23 KOG0657 0.14 KOG0657 0.16 

KOG0001 0.07 KOG0857 0.09 KOG0857 0.07 KOG0857 0.06 
KOG0815 0.01 KOG0815 0.02 KOG0815 0.01 KOG0815 0.02 

3.2� Oligonucleotide Array Confirmation 

KOGs in the GeneChip. Table 3 presents the groups of sequences found in the array 
for each candidate KOG through the homology searches. A “pipe” character (vertical 
bar) in the genes’  title represented by the sequences in the chip means that the titles 
were put together in the same row for space reasons. The same is true for gene 
symbols containing parentheses. For instance, “ubiquitin B | C | D” and “UB(B, C, 
D)” are shorts for the common names “Ubiquitin B”, “Ubiquitin C”, “Ubiquitin D” 
and symbols UBB, UBC, UBD, respectively. 
 
Overall performance. In order to analyze the stability of the candidate KOG’ s 
groups, the tissues were separated in subsets as presented in Table 4: all 36 tissues in 
the GeneChip series (All), CNS-specific (CNS), not belonging to CNS (non-CNS), fe-
tal (Fetal), non-fetal not belonging to CNS (Non-Fetal non-CNS), fetal and non-fetal 
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counterparts (Fetal and non-Fetal), male-specific (Male), and female-specific (Fe-
male). Values in italics highlight the smallest fold in a subset (in a table column) and 
values bold-faced highlight the smallest fold for a KOG (in a table row) through tis-
sues subsets. If there’ s a column or a row with more than one “ smallest”  value every 
one is highlighted. 

Table 3. The groups of gene sequences in the GeneChip that were found for each KOG. 

�������
� ���������� �!��"�#�$ ��&%(' )+* �$, -/. �0�� ��
��1�2�3�4�* ,+-+.

kog0001 ubiquitin-like 4 UBL4 
ubiquitin B | C | D UB(B,C, D) 
2’-5’-oligoadenylate synthetase-like OASL 
interferon, alpha-inducible protein (clone IFI-15K) G1P2 
ubiquitin A-52 residue ribosomal protein fusion product 1 UBA52 
ribosomal protein S27a  RPS27A 

 

Finkel-Biskis-Reilly murine sarcoma virus (FBR-MuSV) ubiq-
uitously expressed (fox derived); ribosomal protein S30 FAU 

kog0052 eukaryotic translation elongation factor 1 alpha 1 | alpha 2 EEF1(A1, A2) 
kog0676 ARP1 actin- 5/6$7 8:9 6$;=<>5@?A9 6$B CEDGFH?AI0?�7 ?�J"K�L�M$6:C�9 5N8$M:9 B C O P�6�8�Q+9 R  ACTR1A 

actin like protein LOC81569 
actin-related protein 10 homolog (S. cerevisiae) ACTR10 
actin, gamma 1 ACTG1 
actin, beta pseudogene 9 ACTBP9 
calcitonin gene-related peptide-receptor component protein RCP9 
actin-like 7A | 7B ACTL(7A, 7B) 
actin, alpha 1, skeletal muscle ACTA1 
actin, alpha 2, smooth muscle, aorta ACTA2 
actin, alpha, cardiac muscle ACTC 
actin, gamma 2, smooth muscle, enteric ACTG2 
actin-like 7B ACTL7B 

 

actin, beta ACTB 
Kog0019 heat shock 90kDa protein 1, alpha | beta HSPC(A, B) 

 heat shock protein 75 TRAP1 
Kog0657 glyceraldehyde-3-phosphate dehydrogenase GAPD 

 glyceraldehyde-3-phosphate dehydrogenase, spermatogenic GAPDS 
Kog0815 ribosomal protein, large, P0 RPLP0 

 chromosome 20 open reading frame 41 C20orf41 
Kog1376 tubulin, alpha, ubiquitous K-ALPHA-1 

tubulin, alpha 1 (testis specific) TUBA1 
NDRG family member 3 NDRG3 
NDRG family member 3 NDRG3 

 

tubulin, alpha 2 | alpha 3 | alpha 8 TUBA(2, 3, 8) 
Kog0857 ribosomal protein  L10 | L10-like RPL10(L) 
Kog1375 tubulin, beta polypeptide 4, member Q TUBB4Q 

 tubulin, beta 1 | 2 | 4 TUB(B1, B2, B4) 
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tubulin beta MGC4083 MGC4083 
tubulin, beta polypeptide TUBB 

 

beta 5-tubulin OK/SW-cl.56 
 
It’ s remarkable that the Ubiquitin KOG (KOG0001) is the most stable over all tis-

sues and over five of eight sets. In fact it is among the three most stable in every sub-
set, except to the fetal one, indicating that the genes composing this KOG’ s group 
should be considered the best suited as references in the broader sense of spanning the 
maximum number of tissues. It has the best (smallest) fold value over all sets ana-
lyzed (Male, 1.08), but this value must be carefully considered because only two tis-
sues compose that subset and almost all KOGs have low values in it. On the other 
side, the -tubulin KOG (KOG1375) demonstrated to be the worst (or the second 
worst) over seven subsets getting not too bad only in the male-specific tissues. Be-
yond general remarks about the behavior of genes or groups of genes in a broad range 
of different specialized tissues is very important to researchers working with specifics 
kinds of tissues to know about specific normalizers.  

Table 4. The folds of the KOGs selected by the methodology over tissues subsets. 

S�T=U�VNW X * * Y(���  �4� �Z
Y&���\[ �
)+]�*

�^4� HZ [ �
)+]�* �4� HZ/Y(��� [ �
)+]�*�]� �� �4� �Z [ �
)+]�*`_ ]�* � [ ��2�]�* �
��4�a>�������cb�d e�b e>dgfNh

2.12 1.79 
eAdgf:h eAdgf:i j�kglAm

1.32 ��4�a>����
>n
2.44 2.13 

b�d oAp
1.35 2.03 1.93 1.28 

j�k j�m
��4�a>��qHr>q

2.67 2.31 2.67 
�As t�u

2.55 1.93 1.79 1.56 ��4�a>������u
4.34 1.75 4.34 2.04 4.15 2.30 

�>s ���
2.62 ��4�a>��q�
�r

4.56 2.02 4.56 
j$k j�v

4.56 2.94 1.61 2.06 ��4�a>��w���

7.33 5.43 3.35 

�As n�x
3.35 3.84 2.01 

�>s n�x
��4�aH�$x�r>q

6.02 3.71 3.81 1.97 3.58 6.02 
�>s ��w

1.78 ��4�a>��w�
�r
9.44 6.00 6.54 

�As t��
6.54 3.50 3.19 2.02 ��4�aH�$x�r>


17.33 14.46 6.07 4.07 3.69 10.17 
�>s n�q

2.46 

Specific tissues subsets performance.  Considering the ten CNS-specific tissues only 
(Figure 1 and Table 4), Ubiquitin (KOG0001) (the best in agreement to [12]) and 
HSP90 chaperons (KOG0019) show up in stability and GAPDH (KOG0657) as being 
highly expressed and very stable too (except in the cerebellum and whole and fetal 
brain where its high expression degraded its stability shown in the other more specific 
CNS tissues ranging from amygdala to spinal cord). In fact, the stability and high 
expression pattern of GAPDH KOG is present in fetal tissues, which include fetal 
brain, as shown in Figure 2. 

Three fetal tissues were analyzed (Figure 2 and Table 4): brain, liver, and lung. 
The GAPDH KOG was the most stable together with two KOGs whose components 
are involved in the cell’ s translational machinery: the eukaryote elongation factors 
(EEF, KOG0052) and the ribosomal protein P0 (KOG0815). These three are by far 
the most expressed groups in the fetal tissues. Since its well known role in energy 
production pathways and its now accepted roles in DNA replication, RNA exportation 
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from cell nucleus and cytoskeletal organization [9] it is expected for GAPDH to be 
highly expressed in fetal tissues where the metabolism is accelerated compared to 
adulthood one. It’ s very interesting that only KOG0052 stay between the three most 
stable when the non-fetal tissues are analyzed together with fetal ones (Figure 3). 
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Fig. 1. KOGs expression levels in the GeneChip for the CNS tissues only. The three best KOGs 
[KOG001 (Ubiquiin family), KOG0019 (HSP90 family), and KOG0657 (GAPDH)] are shown 
as continuous lines. Except for the expression level magnitude all eight KOGs have roughly 
similar patterns of expression overall. 
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Fig. 2. Fetal tissues expression considering the eight KOGs. Ubiquiin family (KOG0001), eu-
karyotic translation elongation factor (KOG0052), and the ��® �DFLGLF�ULERVRPDO�SURWHLQ�3� 
(KOG0815), and KOG0657 (GAPDH)] are shown using continuous lines since they are the 
three  best stable. 

Looking not only to fetal tissues, but examining their adulthood counterparts (Fig-
ure 3 and Table 4), another view can be taken. It’ s remarkable that almost every KOG 
expression level shrink from fetal to adulthood tissues with some exceptions. The 
Ubiquitin KOG gets back as the least varying followed by the EEF and the Actin 
KOGs. However, those stabilities are a kind of fake. For example, the Ubiquitin has 
its expression diminished from lung to fetal lung and increased from brain to fetal 
brain. This balance did the fold and the coefficient of variation (not shown) to be the 
smallest overall but do not mean stability or an expected behavior at all.  
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Fig. 3. Comparison between fetal tissues and their adulthood counterparts. It’ s notable the gen-
eral behavior: expression levels are higher in fetal than in non-fetal tissues pairs, exceptions due 
to GAPDH (KOG0657) and RPLP0 (KOG0815) whose expression level is higher in the brain 
than in fetal brain and Ubiquitin  (KOG0001)  that drops down from lung to fetal lung. 

Considering only female-specific tissues (Figure 4 and Table 4) the three most sta-
ble are the three most expressed (together with the highly expressed GAPDH KOG in 
all tissues but breast): Ubiquitin (KOG0001), EEF (KOG0052), and RPLP0 
(KOG0815). Its impressive the stability shown by EEF. Its coefficient of variation is 
only 6.8% that is the smallest in all analyzed sets (discarding the small Male subset), 
suggesting its components as the normalizers when the expression of this kind of tis-
sues have to be studied.   

Considering the two male-specific tissues (prostate and testis) the striking differ-
ence to the other subsets is the stability of KOGs for -tubulin (KOG1376) and Heat 
Shock protein (KOG0019) — Figure 5 and Table 4. Another notable feature is the 
higher expression level of almost every KOG in the prostate. Only Ubiquitin and -
tubulin did not present such behavior. 
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Fig. 4. Female-specific expression levels of the nine KOGs’  groups. The KOG for Eukaryote 
Elongation Factor (KOG0052) is the most stable. 
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Fig. 5. The behavior of the KOGs in the two male-specific tissues analyzed (KOG0019 and 
KOG1376 lines are almost overlapped). Remarkable is the general trend of the expression lev-
els being smaller in the Testis than in the Prostate. 

 

3 Conclusions 

This work presented results of an ongoing effort to implement a straightforward 
method to find the most stable genes through the utilization of different kinds of data 
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produced by different technologies and stored as SAGE and cDNA libraries and Ge-
nechips series. The results of the tissues subsets’  analysis suggest that there is no 
“ universal”  normalizer gene in the sense of one that is stable through a large number 
of different kinds of tissues, in agreement with past results [11, 12]. For instance, the 
EEF KOG was indicated as the most stable through the four model organisms, but in 
the human tissues it was not that good. It is, in a general look, worse than Ubiquitin. 
But the results show that some genes are very stable in some sets of tissues. For ex-
ample, the EEF and GAPDH KOGs components are very stable in the human female 
and fetal tissues, respectively; whereas the Ubiquitin KOG in the human CNS and 
male tissues.  

The work presented here is essentially a bioinformatician one. Although it might 
occur that our conclusion is apparent as long as EST and GeneChip data described 
here are used, the list of genes found by our methodology seems to agree with the 
empirically chosen and, most important, between both sources of data investigated 
here. Other comparisons with other data from different technologies such as SAGE 
and cDNA libraries and more accurate statistical validation is on the way.  

4 Direction and Future Works 

A simple methodology to study and find expression level-stable genes was presented 
here. The results are intermediate in the sense that other microarray series for the four 
model organisms are being analyzed at the moment. Besides, SAGE (Serial Analysis 
of Gene Expression) data are been fed in a database and will be included in the subse-
quent analysis. Another analysis to be included is to analyze the KOGs data from K-
EST considering the subsets of tissues as have been done to the GeneChip data in or-
der to get another validation of the election of normalizers genes. 

References 

1. (Barret et al. 2006)   Barrett, T., Troup, D.B., Wilhite, S.E. , Ledoux, P. , Dmitry Rudnev , 
Carlos Evangelista , Irene F. Kim , Alexandra Soboleva , Maxim Tomashevsky , and Ron 
Edgar : NCBI GEO: mining tens of millions of expression profiles—database and tools up-
date. Nucl. Acids Res. (2006) 35: D760-D765.   

2. Ge, X., Yamamoto, S., Tsutsumi, S., Midorikawa, Y., Ihara, S., Wang, S.M., Aburatani, H.: 
Interpreting expression profiles of cancers by genome-wide survey of breadth of expression 
in normal tissues. Genomics 86 (2005) 127-141. 

3.  Goossens K., van Poucke, M., van Soom, A., Vandesompele, J., van Zeveren, A., Peelman, 
L.J.: Selection of reference genes for quantitative real-time PCR in bovine preimplantation 
embryos. BMC Developmental Biology (2005), 5:27. 

4. Hamalainen, H.K., Tubman, J.C., Vikman, S., Kyrola, T., Ylikoski, E., Warrington, J.A., 
Lahesmaa, R.: “ Identification and validation of endogenous reference genes for expression 
profiling of T helper cell differentiation by quantitative real-time RT-PCR.” , Anal Biochem. 
Dec 1;299(1):63-70, 2001. 

5. Mudado, M.A. & Ortega, J.M.: “ A picture of gene sampling/expression in model organisms 
using ESTs and KOG proteins” , Genet. Mol. Res. 5 (1): 242-253, 2006. 

________________________
BSB 2007 Poster Proceedings

170



6. Pohjanvirta, R., Niittynen, M., Linden, J., Boutros,  P.C., Moffat, I.D., Okey, A.B.,  
“ Evaluation of various housekeeping genes for their applicability for normalization of 
mRNA expression in dioxin-treated rats” , Chemico-Biological Interactions Volume 160, Is-
sue 2 , 134-149, 2006. 

7. Robert, C., McGraw, S., Massicote, L, Pravetoni, M., Gandolfi, F., Sirard, M.: Quantifica-
tion of Housekeeping Transcript Levels During the Development of Bovine Preimplantation 
Embryos. Biology of Reproduction 67, 1465-1472 (2002). 

8. Stekel, D.J., Git, Y., Falciani, F.: ” The Comparison of Gene Expression from Multiple 
cDNA Libraries” , Gen. Res. 10:2055-2061, 2000. 

9. Tatton et al. 2000  Tatton, W.G., Chalmers-Redman, R.M., Elstner, M., Leesch, W., 
Jagodzinski, F.B., Stupak, D.P., Sugrue, M.M., Tatton, N.A.: Glyceraldehyde-3-phosphate 
dehydrogenase in neurodegeneration and apoptosis signaling. J. Neural Transm. Suppl. 
(2000) (60):77-100. 

10. Tatusov, R.L., Fedorova, N.D., Jackson, J.D., Jacobs, A.R., Kiryutin, B., Koonin, E.V., Kry-
lov, D.M., Mazumder, R., Mekhedov, S.L., Nikolskaya, A.N., Rao, B.S., Smirnov, S., 
Sverdlov, A.V., Vasudevan, S., Wolf, Y.I., Yin, J.J., Natale, D.A.: “ The cog database: an 
updated version includes eukaryotes” . BMC Bioinformatics, 4, 41, 2003. 

11. Vandesompele, J., De Preter, K., Pattyn, F., Poppe, B., Van Roy, N., De Paepe, A., Spele-
man, F.: “ Accurate normalization of real-time quantitative RT-PCR data by geometric aver-
aging of multiple internal control genes.” , Genome Biol. Jun 18;3(7), 2002. 

12. Warrington, J. A., Nair, A., Mahadevappa, M., Tsyganskaya, M.: “ Comparison of human 
adult and fetal expression and identification of 535 housekeeping/maintenance genes” , 
Physiol Genomics, 2:143-147, 2000. 

Appendix: The R Statistics  

In differential gene expression analysis, a set of genes whose expression shows large 
variation over a set of libraries is searched for. In such kind of analysis a measure 
must be used to compare the expression of a gene in libraries being studied. Stekel et 
al. 2000 [8] describe the derivation of the R statistics (Equation 1) that is suited to 
evaluate differential expression over any number of libraries at once. 
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In the above formula, fi is the global frequency of the gene j over all libraries i. Ni 
is total abundance for library I, and xi, j is the abundance of gene j in the library i. 
Here we considered the set of all clusters of orthologous groups for eukaryotic ge-
nomes (KOGs) in four model organisms: A. thaliana, C. elegans, D. melanogaster, 
and H. sapiens, that can be searched using K-EST, to apply the R statistics. In order to 
do so, we treated each organism’ s dataset as a different library and each KOG as be-
ing a gene. Hence, we calculated the R values for each KOG over the four libraries 
(organisms). 
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Abstract. EST clustering is a widely used procedure in transcriptome projects 
and is a common sense to improve annotation. In this work we demonstrate a 
method to test the BLAST annotation of four Model Organism’s ESTs and its 
uniques assembled with the TGICL assemblage software, with the KOG 
database. Increased numbers of ESTs were used and results show that clustering 
is reduced by using 5K ESTs but approaches saturation around 80%, by using 
over 50K ESTs. Compared to non-clustered ESTs, annotation of assembled 
ESTs shows better results and improves as increased number of ESTs is used. 
Compared to non-clustered ESTs, results for C. elegans and D. melanogaster 
show an increment in the annotation, by diminishing no hit annotations (around 
0.8 fold) and raising correct annotation by around (1.2 fold) in both organisms.  
Thus, a 20% improvement of correct annotation is attained by EST clustering 
and assemblage 

Keywords: Transcriptome, EST, Clustering, TGICL, BLAST, annotation, 
KOG 

1 Introduction 

The clustering of a transcriptome is a widely used procedure, initiated by the 
construction of the Human Unigene [1]. In Unigene, single-pass partial cDNA 
sequences also known as Expressed Sequence Tag or EST [2] are compared to each 
other and to available cDNA sequences with the program MegaBLAST, a greedy 
version [3] of BLAST software [4] developed to increase the speed up the clustering 
procedure. Other initiatives relied on the use of the assemblage software Cap3 [5] to 
simultaneously cluster and assemble clustered sequences into consensus sequences 
also known as contigs. Besides not being designed for clustering, the main difficulty 
inherent from the use of Cap3 for processing large EST collections is the intense use 
of memory. Some researchers used to break transcriptomes in reasonable samples to 
generate contigs and later submit their contigs to subsequent rounds of assemblage 
with Cap3 [6]. TIGR has produced Transcript Index (TI) for several organisms using 
such approach, but its bioinformatics team has later developed a software package 
known as TGICL Tool, which contains a initial step that allows for cluster generation 
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in a similar manner to the Unigene procedure, based on MegaBLAST comparisons of 
the EST sequences, and in a second stage by running Cap3 on each cluster, producing 
contigs and singlets (non clustered ESTs), which constitutes the uniques or transcript 
index (TI) sequences [7]. 

A common sense in the literature is that the assemblage of individual EST 
sequences into contigs shall improve annotation, due to the fact that the larger the 
sequence, higher the score in BLAST comparisons to public available databases. 
However, no exhaustive experimental investigation has been conducted on this issue. 
Our group has developed an approach that suits to this demand. The procedure makes 
use of KOG database, in which proteins from diverse Model Organisms are clustered 
into groups of orthologs and paralogs [8], In a first round, ESTs are assigned to the 
cognate organism proteins, providing with a positive control for the annotation and, in 
a second round, already assigned ESTs are annotated by KOG entries from other 
organisms, and the annotation is compared to the initial assignment step. Thus, 
resultant annotation can lay in three categories: correct, changed and speculated. The 
last occurs when a EST is not assigned to the cognate organism KOG entry, but the 
database speculate an annotation for it, by aligning it to a KOG entry from other 
organism. Together with these three categories for annotated ESTs there are also 
ESTs in the “no hit” category, which can be either too short to provide a hit of 
alternatively representing genes not present in KOG dataset, and “assigned but no hit” 
during annotation procedure, which might concentrate genes that are specific to the 
analyzed organism (e.g. A. thaliana, the only plant in KOG database). 

Here we present a test of TIGCL clustering and assemblage of incremental number 
of ESTs from C. elegans and D. melanogaster and tests of annotation with KOG 
database. Assemblage was sensible to the input number of ESTs (reduced with 5K but 
saturating by 150K ESTs). We confirm that the generation of contigs improved 
annotation without adding potential errors that could result from chimerical 
assemblage of distinct genes. This effect, as calculated in terms of total ESTs 
analyzed, led to a very small increase in changed annotation (up to 1.08%) for 150K. 
Moreover, an important bias on clustering and assemblage of genes that are prompted 
to correct annotation drives the apparent result that correct annotation is poorer (0.71 
fold) if uniques are annotated as opposite to individual ESTs (around 1.2 fold). 
Furthermore, similar results have been obtained with the A. thaliana and H. sapiens 
ESTs.  

2 Methods 

2.1 Sequences 

Large sets of ESTs from four model organisms were downloaded from GenBank at 
the NCBI web site (http://www.ncbi.nlm.nig.gov): 360,833 for Arabdopsis thaliana 
(Ath); 302,080 for Caenorhabditis elegans (Cel); 375,360 for Drosophila 
melanogaster (Dme) and 365,619 for Homo sapiens (Hsa). ESTs were filtered for 
health tissues and organs.  
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The KOG database was filtered for the 88,613 classified KTL proteins from seven 
Model Organisms, found in the “kog”, “twog” and “lse” files at 
(ftp://ftp.ncbi.nih.gov/pub/COG/KOG/). A MySQL database was populated with this 
data and used to select the respective fasta sequences from the “kyva” file ate the 
same site. The KTL proteins were divided into 60,758 KOG, 4,451 TWOG and 
23,404 LSE proteins.  

2.2 BLASTs 

BLAST software (version 2.2.13) was used in the alignment of uniques against KTL 
proteins.  tBLASTn was used with the following parameters:  
-m 8 -b 1000000 -e 1e-10 -F f. These parameters activate the tabular output of 
BLAST, allowing up to 1 million hits to one protein (default is 250) and deactivates 
the low-complexity filter, respectively. The low-complexity filter was deactivated in 
order to allow tBLASTn to achieve 100% identity in the alignments.  

2.3 Clustering 

The software TGICL (http://compbio.dfci.harvard.edu/tgi) was used to cluster the 
ESTs and generate uniques. TGICL was run with the following parameters: –p 95 –l 
40 –v 30. These parameters put together sequences which overlap with at least 95% 
similarity, at least 40 bp identical and 30 bp distance from overlap to sequence end. 
Also, TGICL script was changed to include the following parameters to run the tclust 
software: SCOV=70 PID=95. These parameters force building of high stringency 
clusters with at least 95% of identity and 70% coverage of the shorter sequence. The 
PERL package Math::Random (http://www.cpan.org) was used in order to select 
random subsets of ESTs for clustering. 
 

3 Results and Discussion 

3.1 Clustering randomly selected ESTs 

ESTs were randomly selected in incremental sets of 5K, 10K, 50K, 100K and 150K, 
with the Math::Random PERL package. TGICL was run with these subsets in order to 
know if assemblage of ESTs saturates and how many ESTs are needed in order to 
achieve a clustering plateau. As seen in Fig.1 the percentage of ESTs in clusters (non-
singlets) raises exponentially from ~40% to ~70% when using 5K to 50K ESTs for 
Cel, Dme and Ath. Clustering then stalls to 80% when using more than 100K ESTs. 
This result proves that assemblage is dependent of the number of ESTs used for 
clustering with TGICL. H. sapiens had a much lower clustering percentage compared 
to the other organisms ESTs, probably because of greater number of 3’-5’ ESTs. 
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Fig. 1.  Percentage of ESTs in clusters (clustering) of incrementing number of ESTs selected at 
random. A. thaliana (Ath), C. elegans (Cel), D. melanogaster (Dme) and H. sapiens (|Hsa) are 
shown (full circles, open circles, full inverted triangles, open inverted triangles). 

3.2 Measuring the annotation quality of uniques 

Uniques were then aligned with tBLASTn with the KTL proteins from KOG database 
(see methods). The annotation experiment for the uniques with the KOG database has 
two steps. First, uniques are assigned to its proper organism’s KTL proteins by 
selecting the best hits from tBLASTn alignments (Fig.2, right side). Second, uniques 
are annotated by removing the proper organism’s proteins from the database, aligning 
the uniques with the remaining six organism’s proteins with tBLASTn (Fig.2 left 
side) and always selecting the best hits.  

 
  

Fig. 2. Schema of the assignment and annotation of C. elegans uniques with KOG 
proteins. The uniques are assigned to Cel’s own KOG proteins with the use of 
similarity cutoffs (right side) and annotated to all KOG proteins but Cel’s KOG 
proteins (left side). All organisms’ uniques passed by the same pipeline. 
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Five types of annotation are allowed: correct, changed, speculated, ‘assigned but 
no hit’ and ‘no hit’. When the assignment and the annotation of a unique are both to 
the same KOG ID, the annotation is correct and when they are not, the annotation is 
changed. When a unique annotates to a KOG ID but did not assign we say that the 
database is speculating an annotation. When a unique is assigned to a KOG ID but 
didn’t annotate to any KOG ID, we say that it is ‘assigned but no hit’. Finally, when 
there is nor assignment neither annotation, it is defined as ‘no hit’ (see Table 2). 

Table 1. Types of annotation.  

Type of 
Annotation Assignment Annotation KOG ID

Correct + + Same 
Changed + + Different

Speculated - + Any 
Assign. But no Hit + - Any 

No Hit - - - 
 
Fig. 3A and C shows a comparison of the quality of annotation of the uniques 

(white symbols), formed from subsets of 5K, 50K, 100K and 150K ESTs from Cel 
and Dme, to the direct annotation  of the same set of non-clustered ESTs (no TGICL 
used) (black symbols). Fig. 3B and D shows results from a similar experiment, where 
the quality of annotation is shown by directly computation of the number of ESTs that 
are comprised by the uniques formed previously (white symbols). The same 
comparison against non-clustered ESTs is shown (black symbols).  

As seen in Fig. 3 A through D, non-clustered ESTs (black symbols) tend to have 
the same pattern of annotation (almost linear) in all sets of ESTs compared to the 
annotation of uniques (white symbols). Non-clustered ESTs from Cel and Dme show 
~44% and 41% of correct annotation and around 32% of no hit annotation and almost 
1.5 % of changed annotation for both organisms in all sets of ESTs annotated. On the 
other hand, the result for uniques and the clustered ESTs comprised by these uniques, 
shows that incrementing the number of clustered ESTs leads to an input of novel 
information to the annotation process.  

The annotation of uniques  shows that no hit annotation raises 6% and 6.8% (up to 
1.24 and 1.34 fold compared to non-clustered ESTs) and correct annotation 
diminishes 7% and 8% (up to 0.7 fold for both organisms, compared to non-clustered 
ESTs), for Cel and Dme respectively, by using up to 150 K ESTs (Fig. 3 A and C). 
The assigned but no hit annotation is also higher in uniques by 6.4% in Cel and 0.1% 
in Dme (1.2 and 1.0 fold respectively), compared to non-clustered ESTs in the same 
range of ESTs. However, the annotation of the ESTs comprised by these uniques (Fig. 
3 B and D) depicts a different picture. Clustering is already effective by using 5K 
ESTs in both Cel and Dme (see small increment in correct annotation and diminishing 
of assigned but no hit and no hit annotations, compared to non-clustered ESTs). By 
using up to 150K ESTs there is an augment in correct annotation of 5.4% and 4.8% 
(up to 1.21 and 1.20 fold compared to non-clustered ESTs) and a diminishing of no 
hit annotation of 3.1% and 5.9% (up to 0.67 and 0.77 fold compared to non-clustered 
ESTs) for Cel and Dme respectively. The assigned but no hit annotation is also 
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diminished  by 6.9% and 3% (0.78 and 0.87 fold) for Cel and Dme respectively, in the 
same range (150K ESTs). Changed annotation is only augmented by 1.08% and 
0.89% for Cel and Dme respectively. Speculative annotation was unchanged, with 
values around 2% and was suppressed from the graphic. The difference in annotation 
between uniques and its ESTs (Fig. 3 A and C versus Fig. 3 B and D) is due to a 
numerical artifact. Although the number of correct annotated uniques is diminishing 
and no hit uniques are rising, the number of correct annotated ESTs comprised by 
these uniques is also rising at the same time. There is a lower number of contigs 
represented by a great number of ESTs annotated correctly, against a higher number 
of contigs represented by a fewer number of ESTs with no hit annotations. Results 
were similar to Ath and Hsa (data not shown, see supplementary in 
www.biodados.icb.ufmg.br). 

 

 
Fig. 3. Comparison of the annotation of uniques (A and C) and the ESTs (B and D) 
comprised by these uniques (white symbols) with non-clustered ESTs (black symbols). 
Increasing numbers of ESTs were used (5K, 50K, 100K and 150K). Annotation results 
are shown in percentage by symbols (circle:correct; inverted triangle:assigned but no 
hit; square:no hit and lozenge:changed annotations). 
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In conclusion, this work showed that EST clustering with the software TGICL 
approaches saturation at around 80% by using over 50K ESTs. Furthermore, we 
demonstrated a method to evaluate the annotation of uniques generated by TGICL 
and its ESTs with the KOG database. Results showed, by comparison with non-
clustered ESTs, that clustering ESTs with TGICL improved annotation, by 
diminishing assigned but no hit and no hit annotations (from 0.67 to 0.87 fold) and 
rising correct annotated ESTs - around 1.2 fold - for both organisms. Thus, a 20% 
improvement of correct annotation is attained by EST clustering and assemblage. 
Changed annotation is only slightly augmented (up to 1.08% of all ESTs). Annotation 
had better improvement as the number of input ESTs to TGICL was increased up to 
150K.  

Although the clustering of ESTs into contigs is expected to yield a gain in 
accuracy, this issue has not yet been investigated since the proper positive control was 
not available. That was possible using KOG clusters. The evaluations presented here 
indicate that the clustering of ESTs improve the accuracy of annotation for the user as 
the project generates large amounts of ESTs, thus justifying the analysis of individual 
ESTs as they are generated if the goal is to produce short amount of data (e.g. under 
10K ESTs). TGICL as well as Unigene approach, by clustering ESTs with a BLAST 
search prior to Cap3 assemblage, improves the scalability of the process, since only 
increased clusters are subject to novel rounds of Cap3 assemblage. 
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Abstract. We have developed PHEIO (PHylogenetic EdItOr), a visual 

phylogenetic tree editor. PHEIO was developed using Java and uses MySQL as 

database management system. PHEIO loads NCBI taxonomy database into a 

local server and allows the user to create and edit taxonomic groups, 

furthermore, it turns taxonomy relationships into phylogenetic ones. PHEIO 

receives as input, files containing a list of taxon names and traces the path back 

to the root for each taxon, furthermore it creates and display, in a user-friendly 

interface, one graphical phylogenenic tree. When a taxon is selected in the 

active tree, related information is displayed, such as: scientific name, 

phylogenetic rank, taxonomy id, and the distance of a node to the tree root. 

PHEIO also provides a taxon search system. Bacterial evolutionary trees were 

used as a model. In conclusion, the user friendly interface combined with a 

powerful database allows one to apply phylogenetic relationships to automated 

evolutionary analysis 

Keywords: Phylogenetic editor, phylogeny analisys, homology, taxonomy. 

Introduction 

 

Bioinformatics tools are ideally supposed to handle large analysis providing either 

qualified information at the end of the processing of information, but also, and maybe 

more important, a source of information designed to automate other tasks. In this 

sense, many databases are known as secondary ones, such as  COG [1], Kegg 

orthology [2], OrthoMCL-DB [3], in which groups of homologous proteins are 

clustered. In the Taxonomy area, a remarkable effort has been done at NCBI to 

provide information for all taxa that have any sequence information in GenBank [4]. 

A database for Phylogenetic information, Treebase [5], is of great notoriety and 

represents a repository for phylogenetic studies, accessed under a web environment. 

However, the implementation of  a myriad of bioinformatics tools might relay on a 

database with taxonomy and phylogenetic information. For example, evolutionary 

analysis of genes currently depends on the selection of a root organism, closer to the 

nearest common ancestral. Taxonomy trees such as NCBI’s may be able to provide 

information of other genus for the species that is under investigation, but the actual 

need for this task is a phylogenetic tree, thus, increasing the requirement for a 

phylogenetic editor. 

There are some good phylogeny editor programs such as PhyloDraw which is a 

drawing tool for creating phylogenetic trees (http://pearl.cs.pusan.ac.kr/phylodraw/); 

Phyfi, who draws phylogenies using the Newick format representing trees in 

computer-readable and form makes use of the correspondence between trees and 

nested parentheses (http://cgi-www.daimi.au.dk/cgi-chili/phyfi/go). 
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However, a complete environment for the development of phylogenetic trees is still 

Kegg orthologylacking. Here we present PHEIO, a PHylogenetic EdItOr. PHEIO uses 

as input a MySQL local database imported from NCBI Taxonomy. A Java interface 

allows multiple curators to edit the Taxonomy tree, adding evolutionary information, 

turning into a Phylogenetic tree as output, which is stored in the database and can be 

queried for several complementary purposes. 

Methods 

PHEIO was developed entirely in Java 1.4.2 using as IDE Eclipse-SDK 3.2.1. PHEIO 

connects to a either local or remote MySQL 5.0.2 database using mysql-connector-

java 5.0.4. The database was populated with information on taxonomic names and 

relationships. This information was entirely extracted from NCBI dump files 

(names.dmp and nodes.dmp) downloaded by FTP (ftp://ftp.ncbi.nih.gov/ 

pub/taxonomy/). Based on these files, parent-child relationships were reconstructed 

into two tables: name and node. A third table called user_group was created to 

manage phylogenetic groups entered by the user. Using this information PHEIO can 

build a complete taxonomic tree using Java Swing’s JTree, as below.  

A graphical interface was built using Java’s Swing API. Swing is a library of GUI 

(graphical user interface) controls that includes widgets such text boxes, buttons, split 

panes and trees. Swing supports pluggable look and feel – not by using the native 

platform's facilities, but by roughly emulating them. Thus, Swing grants uniform 

behavior on all platforms. For PHEIO we used mainly the following Swing 

components:  JFrames, JButtons, JSplitPanes and JTrees. 

PHEIO’s graphical interface was built on a JFrame containing a JSplitPane. The 

upper section of the pane was reserved for a customized JTree to show the taxonomic 

and philogenetic relationships. The inferior section of the pane shows information 

about a taxon/node selected by the user. 

 

 

Results 

PHEIO starts showing a initial tree containing only the root node “all species”. 

Afterwards, the user can insert nodes into the tree in two ways: (i) loading a file 

containing a list of taxon names or (ii) searching for specific taxa in the database. 

PHEIO then builds the customized JTree. The JTree will show only the nodes the user 

desires, so we refer to it as the “working tree”. When the user loads a list of taxon 

names (figures 1 and 2), PHEIO searchs for these names in the name table and for 

each taxon found, PHEIO traces the path back until it reachs the working tree.  
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 Fig. 1: list of a taxon names 

 

Fig. 2: loading taxon list on PHEIO  

As a result, we have a tree containing all the taxa listed in the file, their common 

ancestors and their traces back to the root (figure 3).If a taxon listed in the file is not 

found in the database, PHEIO’s log shows a warning message and this specific taxon 

is discarded. PHEIO also provides a taxon search dialog (figure 4) where the user can 

insert the name or part of the name of the taxon and the system will show all the 

taxons in the database which contain that text. Afterwards, the user choose a taxon 

from the resulting list to be inserted in the working tree. 

When the user selects a node, PHEIO shows information about that node, such as 

scientific name, rank, taxId and the distance of that node to the root (degree of 

primitivity) (figure 3, bottom panel). 
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Fig. 3: PHEIO Taxonomy tree with listed species, their common ancestors information 

and about that node, such as scientific name, rank, taxId and the distance of that node to 

the root (Grade of primitivity). 

 
Fig 4: PHEIO search for insertion of taxa into tree. 
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PHEIO, a Java/MySQL based phylogenetic editor for NCBI Taxonomy tree      5 

 

The main purpose of PHEIO is to create phylogenetic relationships in NCBI 

taxonomic trees. This is possible through the possibility of creating and managing 

taxa groups. Thus, the user can create phylogenies in PHEIO based on Treebase and 

other phylogeny databases, as in the example below.  

Figure 5 shows a taxonomic tree generated from a list of Pezizomycotina sub-

phylum species. 

Based on phylogenetic analysis from Genome, rRNA and other sources, the user 

creates a new group called “01” including A. oryzae, A. terreus, A. flavus and A. 

avenaceus (figures 5, 6 and 7). 

 
 

Fig. 5: Grouping A. oryzae, A. terreus, A. flavus and A. avenaceus.  
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Fig. 6: To nominate the formed group. 

 
 

Fig 7: Created the group “01”. 
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Using the same procedure described above, groups 02, 03, and 04 are created 

(figure 8). Groups can also be renamed and excluded. As the curator edits the NCBI 

taxonomy tree, the resultant phylogenetic information is automatically saved in 

PHEIO MySQL database, data being stored in the complementary table “usergroup”. 

A new version under development will store this information in a interchangeable 

XML document, thus allowing multiple users to merge their editions. Moreover, 

divergences among entries from NCBI taxonomy and curator’s introduced phylogeny 

will be supported. 

 

Fig. 8 Phylogeny tree of species from Pezizomycotina sub-phylum.  

 

There is also a log system where all the steps of the building of the tree and 

insertion of nodes are listed. Possible problems and warnings are also listed (e.g. the 

input file contains a taxon not present in NCBI Taxonomy tree). 

The choice of Java for implementation of PHEIO provided a high-level object-

oriented programming language which provides a large and useful API. Java API and 

object-oriented programming characteristics allows one to build applications quickly 

and does not require special care about memory allocation, data structures, types and 

other low-level details. Moreover, Java has the “write once, run anywhere” 

characteristic. 

 Thus, a program written in Java runs in any platform that supports a Java Virtual 

Machine (Windows, Linux, Unix, MacOS and others). 

In conclusion, PHEIO represents a useful phylogenetic editor to a standardized 

taxonomy tree, producing an edited database that can be promptly used by other 

applications. In our knowledge, PHEIO is the first visual editor to allow such 

functionalities. PHEIO is being currently used by our group to edit phylogenetic 

relationships amongst diverse bacterial taxa. 

________________________
BSB 2007 Poster Proceedings

185



8      Velloso H, Pena IA and Ortega JM 

References 

[1] Tatusov L R., Koonin E V., Lipman D J.: A Genomic Perspective on Protein Families. 

Science 278, 631 (1997) 

[2] Kanehisa M., Goto S.: KEGG: Kyoto Encyclopedia of Genes and Genomes. Nucl Acids 

Res, 2000, Vol.28, no.1 

[3] Chen F., Mackey AJ., Stoeckert CJ Jr., Roos DS.: OrthoMCL-DB: querying a 

comprehensive multi-species collection of ortholog groups. Nucleic Acid Res. 2006 Jan 

1;34 (Database issue)  D363-8 

[4] Benson DA., Karsch-Mizrachi I., Lipman DJ., Ostell J., Wheeler DL.: GenBank. Nucleic 

Acid Res. 2006 Jan 1;34(Database issue):D16-20. 

[5] Morell, V. 1996. TreeBASE: the roots of phylogeny. Science 273: 569. 

 

 

________________________
BSB 2007 Poster Proceedings

186



A tool for visualizing and analyzing EST

collections

Delane P.O. Dias, Rosane Minghim ⋆, Fernando V. Paulovich,
Guilherme P. Telles ⋆⋆

Universidade de São Paulo, ICMC, São Carlos, Brazil
{delane,rminghim,paulovic,gpt}@icmc.usp.br

Abstract. Expressed Sequence Tags (ESTs) are samples of gene se-
quences, which play the role of templates in synthesis of proteins. Since
the amount of collected ESTs in the past few years is enormous, the use of
mining and visualization techniques has become very attractive to help
study the associations between different data streams. This work pro-
poses a methodology and a tool for visualization of ESTs as a graph for
aiding biologists acquire knowledge about these sequences. The method-
ology includes clustering of ESTs using an assembly program followed
by the transformation the groups formed in nodes of a graph. BLAST
is used to align among, later adding edges between the most similar se-
quences. For graph visualization and exploration, we adapted a public
software connected to a database. The result is a robust and open source
interactive tool for Windows and Linux, that we hope will expand the
suit of tools available to genomic exploration.

1 Introduction

In this note we report on a graphical tool to visualize and analyze large collections
of ESTs. The tool is still under development and many improvements are yet
to be done. The main features are viewing ESTs collections as graphs and the
ability to modify clusters of ESTs.

Visualization is the computer science branch that aims at taking advantage
of the human visual capability in revealing patters on data. User interaction
is capital in visual exploratory endeavor, and may refine automatic mining of
patterns and relations in the data set [12].

Many visualization techniques exist. Some are of general application and
some are best for particular types of data. Of particular interest is graph visual-
ization. A graph consists of vertices, that usually represent objects, and edges,
each connecting two vertices, that usually represent relations between objects.
Drawing graphs is a difficult problem by itself. Some strategies exist that make
graph visualization and interaction pleasing for the human user [1].

Some software exist for visualization of biological objects of many kinds that
relate to our approach. Becker and Rojas [2] employ graph-based techniques in

⋆ Corresponding author. Telephone: +55 16 3373 9730 Fax: +55 16 3373 9751.
⋆⋆ The authors wish to acknowledge the financial support of CNPq and FAPESP.
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order to create visual representations of metabolic pathways. Heber et al. [8] de-
scribe a method to visualize combinations of EST variants. Other tools adopt the
sequence perspective to display biological objects [11]. CLANS [6], Crosslink [3]
and Phylographer [10] offer graph-based visualization of ESTs. We intend to
go beyond these tools functionality and allow ESTs cluster reorganization and
further data exploration.

An EST results from the sequencing of a complementary DNA obtained from
an RNA extracted from cells. If we neglect errors introduced by the process
itself, each EST represents a portion of an RNA molecule that was transcribed
from the cellular DNA and is assumed to be active at the extraction time.
EST technology allows assessing the active transcripts in the cell at low cost
and became popular in the last years. ESTs collections abound and continue to
grow [7]. RNA extraction is a random process. RNA molecules that have many
copies in the cell are sampled many times and represented many times as ESTs
in a collection. Rare molecules may not be present in the collection at all.

From a computational point of view, an EST is a sequence of letters A, C, G
and T. Every sequence of letters may also be paired to a sequence of base quality
values, one for each letter, that quantifies the level of confidence that the letter
represents the correct nucleotide in the molecule.

A common task when dealing with EST collections is clustering, that is,
building groups of ESTs representing the same transcript. This is useful to reduce
redundancy for data analysis and also to estimate the chance of obtaining novel
transcripts from the same culture of cells.

2 Our visualization tool

The problem we addressed with our tool is the following. Given a collection of
EST sequences (and their qualities, if available), construct a visual representation
of clusters of ESTs at transcript level that allows exploration and modification
of the clusters. Such tool is intended to support biological analysis of ESTs.

Our program performs three main tasks: (1) sequence processing and clus-
tering, (2) graph construction and display, and (3) interaction support.

At the very first stage sequences are processed for artifacts removal. ESTs
artifacts are sequencing errors introduced by the laboratory processes, the se-
quencing technology and contamination, that should be removed to avoid in-
troducing relations that have little biological meaning among the sequences [4].
After trimming, ESTs are assembled by CAP3 [9]. Consensus sequences are ex-
tracted from CAP3 output and compared to each other using Blast [5]. These
tasks are performed by Perl scripts. The output of CAP3 and Blast are processed
and a set of input files is built for the visualization tool.

During visualization, contigs built by CAP3 are represented as vertices, and
there is an edge between two vertices if and only if their consensus sequences
have an alignment with Blast average e-value lower or equal to some threshold
e. By average e-value we define the mean e-value of a bidirectional Blast hit.
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The graph is displayed and may be interacted with using our visualization
tool1. Vertices are drawn by a force-based algorithm that tries to planarize the
graph. We extended the freely available software TouchGraph [14] to create such
graph. Visible edges may be filtered by e-value – the user chooses the maximum
e-value and the edges that present values greater than that value are hidden.
Vertices may be selected for reassembly. Reassembling a set of vertices involves
invoking CAP3 for the sequences represented by the vertices and rebuilding
vertices and edges related to such sequences. Sequences or group of sequences
can be selected and inspected in a separate window. Searching for sequences is
also possible. Figure 1 shows a screenshot of this tool.

Fig. 1. The tool screenshot, and its main component windows: search window (left),
functionalities tool bar (top), and graph presentation window (right).

We believe that our tool is a valuable framework for reaching new insights
into ESTs matching and grouping in a flexible and interactive way, allowing
to explore ESTs collections in order to reveal relations otherwise hard to find
because they belong to different clusters such as alternatively spliced genes and
homologous genes. It is also possible to identify spurious relations induced by
malformed clusters.

1 see http://infoserver.lcad.icmc.usp.br/infovis2/GraphVisualization
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3 Concluding remarks

The tool presented in this work represents a novel combination of methodologies
to allow exploration of ESTs data sets. It provides a methodology to transform
such data sets into a graph representation and explore the assembled associations
between sequences to find patterns within the data.

Following this methodology, we intend to expand the tool such that new
filters for adding and removing graph nodes are provided and new search and
comparison techniques are developed. For instance, it is possible to build two
different graphs from the same data set (by changing the parameters for the
grouping and mounting algorithms) and then coordinate the maps to find rela-
tionships between them.

Additionally, we can use multidimensional visualizations such as projections
and additional metrics for EST exploration coordinated with this base graph in
a similar way as proposed before for visual mining of text collections [13, 15].
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Abstract. Proteomics databases are currently a very important re-
search topic in bioinformatics. Proteomics is the identification and quan-
titative analysis of proteins expressed in different conditions or life stages
of a cell or organism. Proteomic analysis technologies are mainly chro-
matography, bi-dimensional electrophoresis and mass spectrometry. To
identify a protein it is often necessary to perform a series of experi-
ments, comparing the results of such analysis to those found in pro-
teomics databases. Most existing proteomics databases are usually re-
lated to only one type of experiment or represent processed results, in-
stead of raw data. Because of this, researchers frequently have to resort
to several data repositories in order to be able to perform the identifica-
tion of the proteins. In this paper we propose an integrated proteomics
database that stores raw and processed data, which are indexed allowing
them to be retrieved together or individually. The proposed database,
named BNDb for Biomolecules Network Database, is implemented us-
ing a MySQL server and is being used to store data from the centipede
Scolopendra viridicornis, the parasite Schistosoma mansoni, the scorpion
Tityus serrulatus and the spider Phoneutria nigriventer. The database
construction uses a relational approach and data indexes. The proposed
data model uses groups of tables for each data subtype, which store
details regarding experimental procedures as well as raw data, analysis
results and linked publications. BNDb also stores sequence data publicly
available which can be associated to newly identified proteins present in
the database. BNDb represents a new contribution to proteomics data
management providing a useful service for the scientific community.

Keywords: Proteomics database, data model
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1 Introduction

One of the great challenges that face science today, and in particular
the biological sciences is the management of increasingly large amounts of
data generated by high throughput experiments. A research area that has
greatly benefited from the development of new and improved technologies
for large scale experiments is proteomics. Proteomics is the identification
and quantitative analysis of proteins expressed in different conditions or
life stages of a cell or organism (Wilkins et al., 1997). Proteomics data are
frequently stored in spreadsheets or published in databases, an approach
that presents limited integration regarding raw and processed data. Ex-
isting proteomics databases are usually related to only one type of data
or represent processed results, instead of raw data. Because of this, pro-
teomics researchers frequently have to resort to several different data
repositories in order to be able to extract biological information from the
experimental data (Yates, 1998; Gras and Muller, 2001). Thus, several
initiatives, including those associated to the Human Proteomics Orga-
nization (HUPO), have discussed the importance of unified databases
harboring raw and processed data and of a system to improve the man-
agement of both types of data (Reif et al., 2004; Rohlff, 2004, Martens et
al., 2005).

In this work we propose an integrated proteomics database that stores
both raw and processed data, which are indexed allowing them to be re-
trieved together or individually. The proposed database, named BNDb
for Biomolecules Network Database, stores proteomics data produced
by members of the Minas Gerais Proteomics Network (Brasil) and se-
quence data publicly available. The database has been implemented using
a MySQL server and uses a relational approach and data indexes which
speeds up the process of data retrieval and the correlation with sequence
data previously identified.

BNDb addresses the problems outlined above in two different ways.
First, it imports experimental data directly from the equipment used to
perform the experiment. The output files generated by the equipment are
parsed by BNDb and the data is inserted in the database without user
assistance, eliminating the bottleneck of inserting data manually into the
computer. Moreover, an relational database is used to store this data
and retrieve it efficiently. The relational database allows us to use stan-
dard database techniques to identify relationships between different sets
of data and to retrieve these associated data in a straightforward manner.
Currently our database uses SQL queries to retrieve the data, meaning
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that we can identify sets of data in different experiments that have com-
mon attributes directly. This enables us to relate experiments that have
the same data values or that may have been previously unknown to be
related. It is important to notice that the focus of BNDb is to store and
analyze proteomics experimental data. It is possible to use tools that of-
fer a level of flexibility in the design of the database such as workflow
based tools and object oriented databases that is not present in BNDb.
Workflow based systems allow users to easily change the protocols and
data being stored; object oriented databases make it simpler to change
the structure of the database. However, this flexibility is not needed in
proteomics, since the types of experiments is fixed for this type of analy-
sis, and the flexibility offered by those tools does not add to the task at
hand. Moreover, flexibility often comes at a price, often the ease of modi-
fication of tables and experiment steps make the system less efficient, and
the fact that these changes are made through a user interface, makes it
impossible to implement more complex analyses that cannot be directly
modeled through the user interface. The objective of BNDb rather than
enabling its final user to make a restricted set of changes to the model, is
to make it possible to implement very sophisticated analysis algorithms
and tools which can be easily added directly to the database, but cannot
be described in terms of an end-user interface.

Some other approaches have been used to store proteomics experimen-
tal data. PEDRo is a data schema for how to store and share proteome
data (Taylor et al., 2003; Garwood et al., 2004). PRIDE is a database that
stores protein and peptide identifications, another attempt that aims pri-
marily to disseminate and make data publicly available (Martens et al.,
2005b). Another implementation, 2DDB aims to store and analyze quan-
titative proteomics data (Malmstrom et al., 2006). None of the mentioned
systems however, proposes to integrate project managing, dissemination
of raw and analyzed data and cross-referencing of proteomics results with
available sequence data as proposed by BNDb.

2 The Data Model

The final objective of the proteomics analysis is to uniquely identify
the set of proteins that are present in a given sample. In order to do so,
several experiments are typically performed such as bi-dimensional elec-
trophoresis (2D-PAGE), liquid chromatography (LC) and mass spectrom-
etry (MS). It is important to notice that these experiments are usually
related, since a sample separation by 2D-PAGE or LC usually precedes
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the MS analysis. The data model has to take this into consideration in
order to represent the order and relationship of the experiments correctly.

The major components of the data model of the BNDb database can
be seen in Figure 1, where the main entity is the experiment. Experiments
are associated with projects, and those are associated with researchers
that belong to them. Known DNA,EST or protein sequences are also as-
sociated to experiments. Experiments can be of different types: Liquid
Chromatography,1D/2D Gels and Mass Spectrometry and each experi-
ment can have raw data and results stored in the database.

Fig. 1. Main components of the data model.

A simplification of BNDb data model can be seen in Figure 2 (some
auxiliary tables are not shown for clarity). In the database, an experiment
can be of type chromatography, gel electrophoresis, or mass spectrometry.
In each case the corresponding table has an entry associated with the
experiment. Each type of experiment has one or more specific results,
either chromatography peaks, gel spots or m/z values. These results are
also stored in separate tables, and are associated with the experiment.
Image and chromatogram files are stored outside of the database, but a
link to these files is stored in the database along with numeric results.

The experiment is the main component of the model because BNDb
is aimed primarily at assisting researchers in cross-linking their experi-
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Fig. 2. The data model.

mental data. The common data flow starts when a new experiment is per-
formed and its data is entered in the experiment table. Each experiment
receives an internal ID that identifies it uniquely. According to the type
of experiment the tables related to that type of experiment are also filled
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Fig. 3. User interface to upload data and retrieve it from the database. (A) Data upload
screen; (B) Experiment analysis screen; (C) Peak analysis screen including cross-links
to related experiments.

and associated to the internal ID. Experiments are often related to other
experiments, such as when a particular result prompts the researcher to
perform a more detailed analysis on a peak or spot. BNDb then stores
the associated experiments by cross-linking the internal IDs which allows
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it to establish not only a relational, but also a temporal link, so that the
sequence of experiments performed can be followed later. Figure 3 shows
how this complex set of operations can be visualized by the user. Through
the user web interface the researcher can visualize the relationships of his
experiment without worrying about the details of database construction.
The BNDb database is accessed through a web based interface that uses
php scripts to communicate with the database. Experimental data, how-
ever, is not directly inserted in the database using the web interface.
Instead, the users uploads the experiment results file using the web in-
terface and parsers are used to interpret this data and insert it in the
database. This makes importing data faster and less error prone, since
the files generated from the equipments that perform the experiments are
read automatically by the parsers.

Through the association of the tables in the database it is possible
to identify exactly how experiments are related to one another, assisting
the researchers in controlling the flow of experiments performed, and also
in explaining the results and how they were obtained. It is important to
notice that this is possible in BNDb because of the use of a relational
database, since it enables the user to search for related items regardless
of where they have been stored. Hierarchical storage methods such as
PEDRo may have difficulty following some of the relationships due to the
nature of their model.

The project component allows BNDb to store data of different projects
and researchers, enabling each to work independently with exclusive ac-
cess to their data. BNDb stores not only projects and project members,
but also the researcher that has performed each experiment, making pos-
sible a fine control of the experiment flow and using security restriction
to garantee acess to specific data.

Sequence tables are also included in this model. These tables con-
tain information about nucleotide and protein sequences as well as the
sequence in FASTA format. This sequence can be exported from the
database to be used in other bioinformatics tools such as similarity searches
(using BLAST) or evolutive analysis. The sequence data have been ob-
tained directly from the National Center for Biotechnology Information
(NCBI). Sequence data stored in BNDb is an important aspect of this
model, because it allows researchers to access all data available on a
certain protein from its nucleotide sequence to the proteomic analysis,
making it simpler and faster to perform the analysis. To our knowledge
this feature is not available in other proteomic databases.
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We are currently finishing the implementation of the web interface,
as well as the parsers for importing experiment data. The BNDb will
then be populated by proteomics data generated by experiments from
several laboratories at UFMG and Fiocruz. We are also currently working
on importing sequence data from NCBI and to have it inserted in the
database.

The database has currently been filled with data from the proteomic
analysis of the venom from the arthropod Scolopendra viridicornis, a
common Brazilian centipede. In order to assess the complexity of the
venom of Scolopendra viridicornis, a pooled venom sample (1 mg) was
subjected to bi-dimensional liquid chromatography. This technique con-
sists of the sequential use of ion-exchange fractionation (first dimen-
sion), followed by further purification by reversed phase (RP) chromatog-
raphy (second dimension) of the fractions obtained in the first step.
After the RP step, the fractions were analyzed by electrospray ioniza-
tion quadrupole/time-of-flight mass spectrometry (ESI-Q-TOF/MS). The
fractions which contained proteins and peptides purified to a homoge-
neous state were subjected to N-terminal sequencing by automated Ed-
man’s degradation. Then, similarity searches were performed by the Fasta3
tool against the Uniprot and Swiss-Prot data Bank. Details on the method-
ology were provided by Rates and co-workers (2007). In Figure 4 we can
see the initial chromatogram (4A) and the subsequent ones produced from
a second analysis of the individual resulting peaks(4B). The user can then
choose one peak from individual experiments and visualize the spectrum
corresponding to the MS analysis (4C).

3 Implementation

The BNDb database has been implemented using a MySQL server
version 4.0.21 running over a Pentium 2.5 GHZ machine using Linux
Suse distribution 9.2. The database construction uses a relational ap-
proach and data indexes to associate experiments to each other and to
the results and those to projects. The software DBDesigner 4.5.6 has
been used for the data model project. The proposed data model uses
groups of tables for each data subtype, which store all details regard-
ing the experimental procedure as well as raw data, analysis results and
linked publications resulting from an specific experiment. The data model
proposed has been designed to store data from proteomic analysis of the
centipede Scolonependra viridicornis parasite Schistosoma mansoni, and
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Fig. 4. Example of cross-linked experiments in a typical proteomics analysis. (A) Ini-
tial chromatogram from the analysis of Scolopendra viricornis venom; (B) Subsequent
chromatograms produced from the analysis of the individual peaks in A; (C) Spectrum
resulting from analysis of a peak selected in B.

analysis of the venom from the scorpion Tittyus serrulatus and the spider
Phoneutria nigriventer.

The proposed database also stores sequence data from these organ-
isms, so that diverse information regarding an organism can be retrieved
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automatically. It contains sequence data publicly available which will be
associated to identifications performed in new samples. This data is stored
in FASTA format along with identifications as gi or accession numbers.

4 Discussion and Conclusions

In this paper we have presented BNDb, the Biomolecules Network
Database, a proteomics integration database. BNDb stores raw and an-
alyzed data along with project management attributes. It also connects
the information produced by different types of experiments as well as se-
quence data in order to be able to present to the researcher a complete
picture of the experimental process, making it easier to access all data
related to specific proteins. This speeds up the proteomics analysis and
increases its reliability.

The number of proteomics databases available nowadays is high and
is still increasing. However, most of them have been designed to store
processed and curated data or store one type of experiment only. This
means that the proteomics data is only stored in the database after the
experiments have been completed and their results completely analyzed
and curated. These databases assist researchers in comparing their ex-
periments with others that have already been completed. Consequently,
these databases perform a different task than BNDb, and in fact are com-
plementary to it. The focus of BNDb is not in storing the final results
(even though this is also done), but rather to help researchers in tracking
of the data generated by individual experiments and how this data relates
to other experimental data even before the experiment results have been
processed.

From the other proteomic databases available, two data models re-
late more closely to the BNDb model, 2DDB and PEDRo. Both store
proteomics raw experimental data in a similar way as BNDb. 2DDB,
however, focus on the protein identification and how to identify experi-
ments that relate to a given protein. 2DDB is based on a core data model
describing fundamentals such as experimental description and identified
proteins (Malmstrom et al., 2006). It is efficient in determining the path
through which a protein has been identified but raw data are not the focus
of the project, and in fact this data is not part of the core data model of
2DDB. As a consequence, 2DDB helps researchers after the protein iden-
tification has been performed but is less helpful during the experimental
phase, when it is necessary to store raw data and experiments attributes
independent of which protein it relates to since this is not known at the

________________________
BSB 2007 Poster Proceedings

200



time. 2DDB also does not store sequence data. PEDRo stores proteomics
data based on the experiment order in which it was generated (Garwood
et al., 2004). It is not, however, a relational database system as are BNDb
and 2DDB. Instead, it stores and processes data only in a XML format
file. As a consequence, it is not so efficient in storing large volumes of
data. Besides, the XML storage imposes a natural indexing of the data,
since these files are read and stored sequentially. As a consequence, it is
very simple to retrieve information in the same order as it was stored,
but if one needs to correlate data in a different order using an XML file
becomes inefficient, since all information must be reordered in main mem-
ory to allow a different indexing. In our case, data is cross-referenced in
different ways depending on the analysis being performed, and since the
order changes frequently, no predetermined order would be efficient. We
use a relational database to store data, because relational databases are
designed to allow information retrieval in multiple orders efficiently. So,
if a researcher using the PEDRo system wants to access data based on
other criteria than the established order, access is not efficient, particu-
larly for large databases, because PEDRo uses the XML format not only
for storage, but also for processing the data.

For data capture, PEDRo database makes extensive use of XML for
capturing, transmitting, storing and searching proteomics data. The data-
capture process uses a software tool which prompts users for values for
different fields, and includes facilities for importing substantial data files,
such as those representing peak lists. The tool constructs data-entry forms
from the XML schema definition of the PEDRo model. The result of the
data capture process is thus an XML file that corresponds to the PE-
DRo schema. BNDb on the other hand, uses a web server as the interface
for data capture. Simple forms constructed in php language are made
available for data entry. The researcher uploads the result files generated
directly by the experiment using this interface. The files are processed
through parsers that are used to interpret this data directly out of the
experiment results. Using a web based interface gives an increased porta-
bility to data capture since users do not need to install any specific soft-
ware to have access to database for data importing and exporting. Also,
this system makes data importing and storing faster and less error prone,
since the files are imported automatically, processed by the parsers and
inserted directly on the database.

BNDb has been designed to store data from experiments of several
different organisms. At the moment data from S. vidicornis, S. mansoni,
T. serrulatus and P. nigriventer proteomic studies are being collected to
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feed the database. These experiments have been performed in different
laboratories by different research groups, demonstrating the usefulness of
the BNDb, which can provide assistance in the proteomics research for
a large scientific community. Moreover, it demonstrates the capability of
the database to store data from different formats and research groups,
emphasizing also its flexibility.

The construction of a new data model for proteomics data import-
ing and storing represents an important contribution for proteomics and
bioinformatics. We have developed a tool that combines a powerful stor-
age engine (the relational database) and a friendly access interface, aiming
to assist proteomics researches directly at data handling and storage.
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ABSTRACT 
 
Coffee is a traditional agricultural product in the context of the Brazilian economy which accounts for 2,4% of the 
total value of exportations and for the generation of 8 million jobs. Brazil produces 40% of the commercialized 
coffee in the international market and is the world’s second largest coffee consumer, particularly of the Cofffea 
arabica species. Although the C. arabica production and consumption correspond to approximately 70% of the 
coffee market, it is highly susceptible to pests and diseases. Therefore, there is a raising interest of genetic 
breeding programs in developing C. arabica varieties with resistance to pests and diseases. A large number of 
plant resistance genes (R genes) have already been isolated and classified into six categories denoted class 1-
class 6. The majority of the R genes belongs to the class 2 and encodes proteins which contain the following 
domains in its sequence: nucleotide binding site (NBS), leucine-rich repeat (LRR) and an N-terminal putative 
leucine-zipper (LZ) or other coiled-coil (CC) sequence. Class 1 comprises the R genes homologous to the type 
member gene of this class, which is the gene denoted pto, that encodes a protein possessing a serine/threonine 
kinase catalytic region and a myristylation motif at its N-terminus. Well described aminoacid sequences 
corresponding to class 1 and 2 R genes were used to screen the Coffee Functional Genome Brazilian Database 
(CafEST) for class 1 and 2 R gene homologous EST sequences from C. arabica. The selected ESTs in this search 
were grouped into clusters (contigs ou singlets), which were subsequently analyzed in terms of homology with R 
genes available within public databases. Multi-alignments among the consensus deduced amino acid sequences of 
contigs representing probable CafEST C. arabica R genes were used to generate phylograms. The results indicate 
that both putative class 1 and 2 C. arabica R genes are considerably represented within the CafEST, since a high 
number of class 1 and 2 R gene related ESTs was retrieved upon screening of this database, this is, 525 ESTs 
homologous to class 1 R genes clustered into 262 clusters (118 contigs and 144 singlets) and 449 ESTs 
homologous to class 2 R genes clustered into 190 clusters (82 contigs and 108 singlets), resulting in a total of 973 
ESTs and 452 clusters (200 contigs and 252 singlets). Moreover, the phylograms show that the CafEST C. arabica 
contig sequences may be grouped in four groups of putative class 1 R genes and four groups of putative class 2 R 
genes, besides showing these contig sequences are considerably homologous to the sequences used to screen 
the CafEST. Undergoing analysis of typical R protein domains may add new information to the presented data. 
This study will help the future development of molecular markers correlated with genetic markers of resistance in 
coffee and the future isolation of complete R gene sequences from C. arabica, which may be used for plant genetic 
transformation. 
 
Key words: Coffea arabica, plant resistance, class 1 R gene, class 2 R gene, NBS, LRR, functional genomics. 
 
INTRODUCTION 

 
Coffee is a woody shrub from the Rubiaceae family with a long biological cycle. Among more than 80 

species of the subgenus Coffea studied so far, Coffea arabica is the species mostly commercially cultivated and 
consumed. Although C. arabica production and consumption corresponds to 70 % of the coffee market, it is highly 
susceptible to pests and diseases. Therefore there is a raising interest of genetic breeding programs in developing 
C.arabica varieties with increased resistance to pests and diseases.  

A large number of plant resistance genes (R genes) have already been isolated and were classified into six 
categories denoted class1-class 6. The majority of the R genes belongs to the class 2 and contains a nucleotide 
binding site (NBS), a leucine-rich repeat (LRR) and an N-terminal putative leucine-zipper (LZ) or other coiled-coil 
(CC) sequence. Class 1 comprises the R genes homologous to the type member of this class, the tomato R gene 
denoted pto, which presents a serine/threonine kinase catalytic domain and a myristylation motif at its N-terminus 
(Martin, et al., 2003).  

In the present study, it is described the identification of C. arabica sequences possibilbly coding for class 1 
and class 2 R genes from the Brazilian Coffee Genome EST database (CafEST). Thorough analysis of these 
sequences will provide important data about coffee plant resistance mechanisms. The identification and validation 
of the function of the putative C. arabica class 1 and class 2 R genes from the CafEST support the future 
development of molecular markers to assist coffee breeding programs, besides supporting the future isolation of 
coffee R genes, aiming the generation of transgenic plants resistant to pests and diseases.  
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MATERIAL AND METHODS 
 

All the C. arabica sequences used in the present work correspond to sequenced ESTs and clusters 
(contigs and singlets) obtained from the Brazilian Coffee Genome EST database (CafEST: 
http://cafe.lge.ibi.unicamp.br/) and are derived from cDNA libraries specific for different genotypes, organs (leaf, 
stem, fruit, flower and root), growth and stress conditions (Vieira et al, 2006). The CafEST was screened for R 
genes of class 1 and 2, separately, by using known homologous sequences of class 1 and 2 R genes through 
Basic Local Alignment Tool (BLAST) tBLASTn searches (Altschul et al., 1997). The sequence of the R gene pto 
(gi|557882) from Lycopersicon pimpinellifolium was used as homologous sequence of class 1 R gene. The 
following sequences, which represent subclasses of the class 2 R genes, were also used to screen the CafEST 
database: Bs2 (gi|6456755) from Capsicum chacoense; Dm3 (gi|4106975) from Lactuca sativa; Gpa2 (gi|6164969) 
from Solanum tuberosum; Hero (gi|26190258) from Lycopersicon esculentum; HRT (gi|7110565) from Arabidopsis 
thaliana; I2 (gi|4689223) from L. esculentum; Mi1.1 (gi|3449378) from L. esculentum; Mi1.2 (gi|3449380) from L. 
esculentum; Pib (gi|37777009) from Oryza sativa;  Pi-ta (gi|12642090) from O. sativa;  R1 (gi|17432423) from 
Solanum demissum; RP1 (gi|5702196) from  Zea mays;  RPM1 (gi|963017) from A. thaliana;  Rpp8 (gi|29839585) 
from A. thaliana; Rpp13 (gi|7229451) from A. thaliana; Rps2 (gi|15236112) from A. thaliana, Rps5 (gi|3309619) 
from A. thaliana, Rx1 (gi|8515762) and Rx2 (gi|5911745) from S. tuberosum, Xa1 (gi|2943742) from O. sativa and 
Sw5 (gi|15418714) from L. esculentum. The C. arabica ESTs, retrieved from the screening, were clustered into 
contigs and singlets for each R gene class separately by using the Contig Assembly Program (CAP3). The 
deduced amino acid sequences and the corresponding open reading frames (ORFs) of the C. arabica contigs were 
obtained by using the NCBI ORF Finder (http://www.ncbi.nlm.nih.gov/projects/gorf/). The amino acid sequences of 
the C. arabica contigs and of the homologous sequence mentioned before were analyzed, separately for each R 
gene class, by multi-alignment by using the EMBL-EBI ClustalW program (http://www.ebi.ac.uk/clustalw/). The 
multi-alignments demonstrating the similarities among the amino acid sequences were used to generate phylogram 
representantions, separately for each R gene class, by using the EMBL-EBI ClustalW program. The resulting 
phylograms were visualized by using the TreeView program (http://darwin.zoology.gla.ac.uk/~rpage/treeviewx/).  
 
RESULTS AND DISCUSSION 
 

The searches for class 1 and class 2 R gene homologues of C. arabica within the CafEST, using e-values 
inferior to 1 x e-4, resulted in the identification of 525 ESTs homologous to class 1 R genes and 449 ESTs 
homologous to class 2 R genes, retrieving a total of 973 ESTs. Clusterizations of the ESTs, performed for each 
class separately, resulted in a total of 118 contigs and 144 singlets of putative class 1 R gene and 82 contigs and 
108 singlets of putative class 2 R genes. Therefore, the screening of the CafEST for class 1 R genes by using a 
single homologous sequence (i.e. pto) was efficient since it retrieved a considerable number of C. arabica class 1 
R gene related sequences. Several contigs of putative class 1 R genes presented long stretches of amino acid 
sequences with high homology to the Pto protein sequence, as indicates the phylogram on Figure 1. Within the 
phylograms, the deduced amino acid sequences of the CafEST contigs homologous to class 1 R proteins were 
grouped into four main groups, the largest one comprising the Pto from tomato. The amino acid sequence similarity 
among the CafEST contigs of putative class 2 R genes, presented in the phylogram in Figure 2, demonstrates that 
the CafEST comprises ESTs representing all the sub-classes of class 2  R genes, i.e., Bs2, Dm3, Gpa2, Hero, 
HRT, I2, Mi1.1, Mi1.2, Pib, Pi-ta, R1, RPM1, Rpp8, Rpp13, Rps2, Rps5, RX1, RX2, Sw5 and Xa1. Within the 
phylogram of deduced amino acid sequences of CafEST contigs homologous to class 2 R genes, there are four 
main groups, being the first group homologous to sequences Pi-ta, Rps2, Rps5, Dm3, I2, RP1, HRT, Rpp8 e 
Rpm1, a second group comprising a single contig with no homology to other R proteins used to generate the 
phylogram (C36), a third group homologous to the sequences Bs2, R1, Hero, Mi1.1, Mi1.2, Gpa2, RX1, RX2, Sw5, 
Pib and Rpp13, and a fourth group homologous to the sequence Xa1. Interestingly, it is possible that the contig 
C36 represents a C. arabica subclass of class 2 R genes distinct from the known and well-described subclasses. 
Furthermore, both phylograms indicate that the contigs generated are considerably homologous to the known R 
protein sequences used to screen the CafEST. 

 
CONCLUDING REMARKS AND PERSPECTIVES 
 

Here we present the screening results of the CafEST for C. arabica putative class 1 and class 2 R genes 
and the analysis of their sequence homology with other well studied class 1 and class 2 R genes. It was 
demonstrated that the C. arabica putative class 1 and 2 R genes are vastly represented within the CafEST and 
that, in relation to amino acid sequence homology, both the class1 and the class 2 R genes grouped into four 
distinct groups. The present study supports the development of molecular markers for plant resistance to be 
applied in coffee genetic breeding programs. Moreover, our data is useful for the future isolation of C. arabica 
complete R genes to be used in the generation of transgenic plants resistant to pests.  
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Figure 1. Phylogram representation of similarities among amino acid sequences related to class 1 R proteins. Sequences analyzed 
include C. arabica contigs from the CafESt (C#) and a sequence of a known class 1 R protein used to screen the CafEST (Pto). 
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Figure 2. Phylogram representation of similarities among amino acid sequences related to class 2 R proteins. Sequences analyzed 
include C. arabica contigs from the CafESt (C#) and sequences of known class 2 R proteins used to screen the CafEST (Bs2, Dm3, Gpa2, 
Hero, HRT, I2, Mi1.1, Mi1.2, Pib, Pi-ta, R1, RP1, RPM1, Rpp8, Rpp13, Rps2, Rps5, Rx1, Rx2, Xa1, Sw5). 
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